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## I. INTEODUCTION

## A. Preamble

In the most general sense, a computer system consists of one or more central processing units, associated input/output devices, and other peripheral hardware that are related and interconnected, either by direct wiring or through communications links. A computer system is a utility (54) which has the function of providing to its user-customers the commodities of information collection, processing, and distribution. Like other utilities, the computer system must be available when required, responsive to demand, reliable in function, expandable for growth, convenient to use, and, above all, it must offer cost-effective service to widely varying user requirements. The typical user views the computer system as an instrument to be employed to perform a particular task. The computer system is used because it offers the most economical implementation of the task in terms of the interrelated factors of user effort, time required for the task, and the cost of performing the task.

As seen by the user, the total cost of performing a task is given by abrams (1) as

$$
\begin{equation*}
\mathrm{Ct}=\mathrm{Ch}+\mathrm{Cc}+\mathrm{Cu}+\mathrm{C} \dot{\alpha} \tag{i}
\end{equation*}
$$

where

$$
\begin{aligned}
& \text { ct }=\text { Total cost of performing a task } \\
& \text { Ch }=\text { cost of use of computing facilities }
\end{aligned}
$$

```
Cc= Cost of use of communication facilities
cu = cost of user's itme
Cd = cost of delay in obtaining the result.
``` The first cost, that of the computing facilities, is the classical batch processing cost. It is related to the portion of the computer system physical facilities used by the task and to the amount of time the task requires. Included in this cost is the rental or amortization of the purchase cost of the computers, peripherals, and systems software. The staff costs for systems engineers and analysts operators, and other personnel, as well as space and energy costs are also included. The cost of the communcations facilities is included for those cases where the user's site is separated fron the computer center by a distance which requires data communcation facilities. The cost of the communication is a function of the rate \(\operatorname{fi}\) data transmission required, the amount of data, and the distance of the transmission.

The last two terms of the total cost equation lack the objectivity of the first tuo and are difficult to quantify. However, some observations can be made regarding these terms. The user's time to prepare the task for subnittal to the system is obviously a function of knowledge and still. The effort required to attain this knowledge and skill is a function of the design of the computer system, the system support provided to the user, and the available programming ian-
guages. The turnaround time and accessibility of the system also affect the user's time requirement, as does the reliability. The cost of an unexpected delay in obtaining a satisfactory result is a function of the time-value of the solution; i.e., the decreasing value or increasing cost incurred as a result of a delayed response from the computer system. The delay in obtaining the response may be due to computer system overload or failure, poor system design, or communication system error or interruption. The ultimate goal in the design of a computer syster utility is to provide task performance at a minimum cost to each system user.

\section*{B. Statement of the problem}

The minimization of the total cost of performing a task on a computer system requires the minimization of the sum of the four interrelated cost terms in equation (1). Before attemping to examine the sum of the costs. some trends may be observed in each of the four individual costs. First, considering \(C h\), the well-documented progress (18, 27, 58) in semiconductor technology during the last twenty years has resulted in significant increases in component performance and reliability, while simultaneously reducing size and cost. During this time period, the central processor and main memory components of computer systems have attained an increase in speed of more than two orders of magnitude while decreasing in cost by a similar factor. The combined result has
been a cost/performance increase of more than 10.000. Equally important is the fact that the cost/performance improvement has been accompanied by a thousand-fold increase in reliability. Improvements have also been made in cost/bit of secondary storage, primarily disk, due to lower cost components in the controllers and interfaces, but largely due to increased density of recording. Unfortunately, the remainder of the computer system hardware, the input/output devices and sequential secondary storage devices, are subject to cost/performance decreases related chiefly to the economy of scale; i.e., a device with twice the performance costs more, but not twice as much. The remainder of the costs in Ch, the people costs, the software costs, and space and energy costs have been steadily increasing.

The cost of communications facilities, Cc, has decreased in the past two decades by an order of magnitude \((24,88)\) on a cost/bit/mile basis considering iong terresíriai ines. This decrease has been achieved mainly through improved use of the lines rather than a decrease in the cost of the lines. The effect of saiellite communications on data transmission cost appears to be quite variable depending on the distance of the computer systems from the ground stations. The total number of ground stations is limited by high cost of each station and terrestrial lines must be employed between the ground stations and the computer systems. An anticipated de=
velopment which will have a far-reaching impact on data communication in the local calling area is the possible adoption of usage-sensitive billing. In the past, local data communication telephone line charges were negligible compared to other costs. Each local line had a fixed monthly charge with unlimited duration of usage. With usage-sensitive billing. the fixed monthly charge will cover a nominal amount of connection time and any time exceeding that amount will be billed on a cost/hour basis. This cost/hour has been predicted to be \(\$ 0.60\) to \(\$ 1.20\) per hour (58). For a centralized system supporting one hundred terminals operating eight hours per day, the increased communication charge would be \(\$ 10,000\) to \(\$ 20,000\) per month. At the present time, in some local areas a form of usage sensitive billing is being used. In other areas fixed monthly surcharges are being added for lines used for data communication.

The user's rate of pay, and therefore, cost per hour, is certainly an increasing value for a particular user. The only practical means of lowering the cost of the user's time is to reduce the amount of time required. In the past, a primary design criterion for centralized computer systems was minimum turnaround time. A user could walk to the computation center, load a deck in the high-speed card reader, and within thirty seconds could be tearing the resulting printout from the high-speed printer, The fact that the user:s walk
to the computation center required fire minutes each way and that the processing time was less than five percent of the user's time to run the program had, until recently, little impact on the system design. The recent proliferation of remote job entry stations, remote terminals, and interactive computing systems is an attempt to reduce the cost of the user's time by increasing the accessibility of the computer system. The systen reliability will also influence the user time required to obtain a satisfactory result. The overall system reliability is highly variable; not only from one system to the next but also on any given systen from one day to the next. The fact that semiconductor components are very reliable and are increasing in reliability has been mentioned previously. In small, monoprogrammed, component intensive systems, with well-debugged software, a very high reliability i.s exhibited. In large, multiprogrammed, software intensive, centralized systems, subject to constant modification and upgrading, the reliability may be less than that which can be reasonably tolerated; particularly, during the first feu days following the installation of a major system modification.

The increasing use of computer systems in real-time operation to interact with users, processes, and equipment has increased the significance of \(C d\). The cost of delay in obtaining a satisfactory result is likely to be much higher in such cases than in the traditional batch processing environ-
ment. For example, in an airline reservation system, the cost of a slow response to a request to show available space on a given flight is the lost revenue from the prospective passenger. A more critical case would be a slow response to a request for retro-rocket firing time as a lunar lander approaches the surface of the moon. Obviously, as long as the system response time is less than the maximum tolerable delay, this cost can be zero. The fact that system components are becoming faster and more reliable tends to reduce the difficulty in maintaining a given response time. However, new applications will invariably appear which require the fastest response available. The ability of the computer system to achieve and maintain a given response time is strongly dependent on the hardware and software design of the system. The design of a computer system to minimize the cost of performing a single task for a single user located at the computer site can be satisfactoriiy períormed. Thé manufacturer's catalogs can be used to obtain the price of the hardware and any software to be purchased. Reasonable estimates can be made of the effect of different systems features on the user's time. Since the system is only performing a single task, the speed required from the hardware is dictated by the maximum allowable response time. The general design problem is much less tractable and can be stated as follows:

Given a myriad of tasks to be performed for a multitude of users at many diverse locations, design a computer system that will minimize the total cost for each task perfor med.

As desirable as the solution to this problem may be, its generality prohibits any definitive solution. The problem which is to be addressed is a subset of the general problem. Namely:

For a typical task mix to be performed for a number of users grouped at local and remote sites, determine a system design which meets stated performance criteria and is most likely to minimize the total cost for each task performed in view of present cost trends. The intent of this dissertation is to propose and justify a general configuration for such a system and to present a cowputer model of this systen. The model facilitates the rapid and economical determination of the optimum location for processing within a distributed processing network to achieve near minimum cost computing for a given set of cost parameters.
II. LIterature feview

The design of computer system which is capable of performing tasks for both local and remote users involves an examination of the general concepts of computer networking. A computer network consists of one or more central processing units, associated input/out put devices, and other peripheral hardware distributed among a number of sites which are interconnected by communication links. This collection of computer and communication hardware will be under the direction of the users' programs through the control of the system software of the network. The determination of a likely configuration for a computer system to process a mixture of tasks reguires an investigation of extant and proposed networks to observe strengths and weaknesses for handing particular types of tasks. The areas of network performance evaluation and workload description must be considered to determine if a proposed system design meets stated performance criteria for the given task mix.
A. Computer Network Structure

All computer networks can be described as a set of nodes and links. The nodes contain computing hardware which may range from a small amount of fixed hardware to a large-scale computer system. The function of some nodes can be to simply provide routing and switching between the links, other nodes
provide coanection points for user terminals or computer systems (83). One of the basic attributes of any network is its topology or node-link organization. If, in an node network, each of ( \(n-1\) ) nodes is connected to the \(n t h\) node by one of ( \(n-1\) ) links, the network is called a star or centralized network. In a fully-connected distributed network, each node of an a node network has exactly one link to each of the other ( \(n-1\) ) nodes. This requires \(0.5(n(n-1))\) links. A partially-connected distributed network reduces the number of links by allowing two nodes to be linked through intermediary nodes. Such a network is said to be m-connected if at least m distinct paths exist in the network between any two nodes. In the particular case of a one-connected set of nodes, the netuork is called a ring. Various combinations of the above configurations are possible. For example, the tree configured network is formed by connecting the central node of a star network to the central nodes of two or more other star networks which are in turn connected to other stars (93). Figure 1 sumarizes the above configurations.

Network composition is another descriptive attribute. If all nodes of the network are essentially identical in terms of computation and commancation facilities, the netнork is called homogeneous. The term heterogeneous is applied to networks with dissimilar nodes. The type and rate of link communication betueen the nodes is referred to as the

(a) Star
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(b) Fuliy-connected distributed
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Figure 1. Network Topologies
coupling of the network. In loosely coupled networks, the communication is serial-by-bit at rates of fifty kilobits per second or less. In moderately coupled nets, higher speed serial lines, parallel busses or shared rotating memories are used for communication. Tight coupling is used to describe systems with shared direct access memory.

Computer networks have been designed or proposed to serve many diverse functions. Because of this, more specific terminology has been presented by several authors in an attempt to convey more information about the function of the network. The first efforts in computer networking and the majority of the large-scale networks in operation today are primarily data comunication facilitators. As such, they provide remote users an access to one or more localized computers. The user views the network as a collection of computers with different capabilities. The trend among authors (29. 39) is to refer to networks of this type as computercommunications networks. The more general class of computer network which distributes not only information but also processiny power is referred to as a distributed processing or distributed function network (64, 67, 94). The user views this network as one large computing system, even though the processing power of the network may be dispersed over many nodes to locate the power where it is most useful (75). If the dispersal is accomplished with computers of relatively
equal logical function (16), the processing is said to be horizontally distributed. If the dispersal is through computers of varying degrees of a hierarchy of logical function, the processing is said to be vertically distributed (20). Attempts have been made to set up a unified description technique for the many ways in which processors may be interconnected (6, 12, 40). Classification has also been proposed based on functional performance from the user's viewpoint (63).

\section*{B. Network Components}

A computer network consists of a combination of three basic components. The computing hardware component includes the central processing units, the secondary storage units, input/output devices, and other peripherals. The commnication component includes the commuication medium and the necessary interface between the medium and the computing hardware to appropriately transform the data and control the data flow. The last component is the network software which is the network operating system consisting of the data base distribution system, the commuication handers, and resource and job allocation procedures.
1. Computing harduare

Before 1950, the \(f e w\) computers which were designed had special purpose functions of solving specific probiems. In
the decade of the fifties general purpose computers vere developed and put into operation. Because of the electronic component technology, these were physically large machines and quite often were located in their own building, the computation center. The decade of the sixties saw the emergence of large scale processors due to the advent and extensive use of transistors and core memories. These processors were much faster, logically more powerful, and much smaller than the previous computers which they replaced. This meant that there was room at the computation center for many more peripherals; tape units, disks, line printers, card reader/punches, and others. The large-scale centralized computing system thus evolved. At the same time, another class of computer was being developed wicin ran counter to the large-scale centralization. It was not bigger and faster, but smaller and slower, and much less expensive. The minicomputer offered an alternative to remote users who had poor accessibility to the centralized systems. one of the strong points of the minicomputer was the convenient input/output structure which made interfacing to real time processes very convenient. With the advent of the decade of the seventies, the semiconductor manufacturers had developed integrated circuits with more logic functions and more speed for a relatively cheaper price; thus reducing the cost of "intelligence"; i=e: the central processor and main memory in computer systems. The
impact of this cost reduction on the cost of computing performed in large scale systems is minimal, since it affects only a very small part of the overall cost of the system. The movement in large scale systems was primarily toward increasing the accessibility to more users by adding communication lines to remote terminals to form computer-communication networks. Typically, a minicomputer was used to interface the communication lines to the large computer. The decreasing cost of intelligence has had a much greater impact on minicomputers than on large scale computers, since a larger portion of the minicomputer system cost is devoted to the processing unit and main memory. In the early years of the seventies, another class of computers was developed. This time not by computer manufacturers but instead by the integrated circuit froducers. The microprocessor is a single integrated circuit, which when combined with memory and control integrated circuits becomes a microcomputer. It is smaller and slower than a minicomputer but much less expensive. A new class of problems \(u\) as nou capable of being economically solved by use of a properly programed microcomputer. Through the years a hierarchy of computer classes has developed offering widely vaiying capabilities. In keeping with the micro- and mini- prefixes, the spectrum of available classes ranges over microcomputers, minicomputers, midicomputers, maxicomputers, and super-maxicomputers. The miaicom-
puters are simply minicomputers with an extended word length to increase their capabilities. Maxicomputer is used to refer to conventional large scale systems and supermaxicomputer refers to a large scale system with parallel processing and interleaving to achieve high processing speed s.

Unfortunately, the decreasing cost of intelligence in computer systems has not been accompanied by a corresponding decrease in cost of peripheral devices. The rotating storage devices have decreased in cost per bit stored, particularly in disks with large storage capability. However, these decreases in cost are typically less than an order of magnitude (86) compared to the multiple orders of magnitude decrease in the cost of intelingence. A possible breakthrough may take place in this area if rotating storage can be replaced by moS shift registers, magnetic bubbles, or charge-coupled devices (82). The line and character printers, the card reader/punch, paper tape equipment, and magnetic tape units are all strongly dependent on mechanics which restricts any drastic price decreases. The purchaser of a microcomputer Can expect to pay more than the cost of the microcomputer to get a hard copy terminal. Since computing hardware for networks is virtually the same as stand alone computing hardyare; a number of hooks on compurers are available which cover various aspects of this hardware (14, 21, 55). Specif-
ic information about terminals which interface the computing system to the user has been presented in two very comprehensive papers by Hobbs (56, 57). Further information on available microcomputers and minicomputers including specifications and comparisons can be found in Davis (35) and Williman and Jelinek (102̂).

\section*{2. Congunication}

The communication component can be subdivided into the commnication link and the communication interface. The network designer has few options in the choice of a communication link or path. A nard-wired circuit installed by the user may be an economical option for relatively short distances, particularly where the path is on property controlled by the user. A radio circuit, such as a microwave link, can be used but is not economically justifiable except in cases where no other options exist. Most computer network communication takes place via the common carriers' facilities. Based on the user's maximum data rate, required connection tipe, and location, the designer can choose a suitched or leased circuit, or a value-added network connection. The characteristics of these services have been extensively covered in the interature \(\{3 \mathrm{~B}, 99\). The compon carriers are government regulated and their tariffs must be approved. These tarif \(\bar{f}\) ( \(\overline{50}\) ) in conbination with the channel dáa rate, error characteristics, and delay have been used as the basis
for many communication network design techniques and models (2, 28, 69, 76) .

The interface between the digital device and the communication link has several possible functions. When channels which were designed for voice transmission are used for digital data, a transformation is required to convert the ones and zeros to frequencies between 300 and 3300 hertz. These tones must be transformed back to digital data at the receiver. The portion of the interface devoted to this modulation and demodulation is called a moden. Data may be transmitted either asynchronously, one character at a time, or synchronously, a continuous stream of bits. Synchronous transmission offers a higher data rate but requires protocols for bit, character, and message synchronization. Multiplexing is another function which way be performed by the interface. High capacity channels have a cost advantage over those of lower capacity. If a number of users can share a single high capacity channel, the communication cost for each user can be decreased. The multiplex or gathers the data from each user and interleaves it onto the communication channel. The interface is also responsible for all communication channel error detection and treatment. isany different schemes are possible which either detect the error and request retransmission or provide enough redundancy in the message to allow correction of those errors detected. The use of mini-
computers to perform many of the roles of the interface has been described in several papers ( \(5,80,88\) ).

The design strategy for most data communication networks must be strongly dependent on the rate structure of the common carriers. Location sensitive, distance sensitive, or usage sensitive changes in rates may force major changes in data commuications. The overall data comunications problem is examined in Chou (29) and Hopewell. Chou, and Frank (59). The attempts which are being made in trying to standardize data communication are discussed in Shutz and Clark (91).

\section*{3. Software}

The functions of the network operating system are to provide for interprocess communication, intersystem resource sharing, intersystem task allocation, and intersystem data base distribution. The function of interprocess communication allous processes executing at one node of the network to exchange data in real time wich processes executing at another node of the network. Intersystem resource sharing enables processes at one node to use peripheral devices which are physically connected to another node. The allocation of tasks to various nodes is done by the operating system to achieve load leveling, to unload a failing node, or to provide more computing resources to perform a task. Data base distribution allocates the files required by a process over those nodes of the system which will in some sense result in
a minimum access and storage cost. L'Archeveque and Yan (72) discuss many of these operating system requirements for a real-time environment.

All of the proposed functions of the network operating system will require comunication handing programs to implement the internode transfers. Mills (79) and Wilner and Lindinger (103) discuss the function and construction of these programs. A unified communication structure based on explicit data exchanges is presented by Wecker (100). The papers by Gray (51, 52) discuss a commercial communications product. A description of the communication handling programs on several different networks is given in Akkoyunla, Bernstein, and Schantz (4). Comparisons are made between these implementations based on routing. spurious data transmission, rendezvous conventions, role of the supervisor, and the interface to the user.

The objectives of data base distribution are to improve the data base availability and integrity while controlling communcation costs by minimizing the number and size of messages and their paths when retrieving or updating files in the data base (22, 74). Booth (19) and Merrill (78) present an orerview of the concepts involved in creaiing and using distributed data bases as well as specific techniques and problems. The paper by Zemrowski (104) explores the difficulties in managing a distributed data base and examines
future trends. Hunter (62) concludes that distributed data base management is less difficult if the design is compatible with all systems in the network and the data kase organization is standardized. The problem of where to store files that are used by a nunber of different nodal computers is one which has been investigated by Chu (31), Segall (95), and Stubblefield (98). Chu also considered the performance of three classes of file directory systems (32) and provisions for avoiding deadlock when two processes compete for the same resource (33). The mathematical tools required for these analyses are presented in Hu (60) and Raeside (85). The problew of job allocation in a computercommunications network is relatively simple since the user specifies the node there the job is to be executed. In some cases, if duplicate resources exist at other nodes, the operating syster reguests bids from all of the nodes which can run the job. The low bid indicates the least loaded system and the job is sent to that site. This achieves a degree of load leveling throughout the metwork and also improves overall network reliability since a system which has failed cannot submit a bid. The job allocation procedure in a fully specified network which has functionally similar nodes has been studied in detail by Balachandran, Mccredie, and Mikhail (9). The investigation of criteria and technigues of job allocation ia a general distributed processing network is an
area which will require further research.
The operating system for a network of minicomputers which was developed for the sharing of expensive peripherals is described in Fulton, overstreet, and Thomas (49). The publication (36) contains the description of a very interesting set of comercial software products which extend existing computer operating systems to create a network operating system for a variety of configurations.

\section*{C. Existing Networks}

Virtually all of the commercial compater networks presently in service are computer-commancations networks. The remote user has a terminal which is linked by a commaication channel to a central computing site. The terminal provides a remote job entry station or interactive computing capability. Descriptions of the configuration and operation of many of these networks are available as follows: TYMET (13). CYBEKNET and TSS (41), GE Information Services and INFONET (92). Other commercial network descriptions may be found in (34. 71, 96).

The ARPA (Advanced Research projects Agency) network has far more coverage in the literature \((66,70,89,87,88)\) than any other computer network. This system was designed specifically to explore network technology as well as to interconnect and service arpa-sponsored research centers from coast-to-coast and Hawaii. The ABPAnet is topologically a
two-connected distributed system of heterogeneous computers but with homogeneous minicomputer communications interfaces. Basically, ARPAnet is a computer-communications network but the network operating system does support user initiated file transfers between nodes. A howogeneous subset of the network supports resource sharing and distributed file access.

The MERIT network is a joint effort between three Michigan universities to interconnect their computer centers (8). The MERIT configuration is distributed, fully connected, with heterogeneous computers and homogeneous microcomputer communications interfaces. MERIT functions as computerccmmunications network.

The SPIDER network at Bell Laboratories' Murray Hill, New Jersey location is a ring configured network of heterogeneous computers which are connected to the communications ring by means of homogeneous microprocessor interface units (48). The interface units provide for speed control between computers of different internal processing rates, implement all error control procedures, and support data transmission rates of 125,000 bits per second. The ring is hard-wired to the interfaces and digital data transmission is used. This system functions as a computer-comunications network but does support resource sharing with respect to user files which are located at a node remote from that of the user.

The DCS (Distributed Computer System) network is an experimental network under development at the oniversity of California at Irvine (42, 43). A heterogeneous set of processors is connected to a hard-wired ring communications channel through ring interfaces. The ring interface decides Whether a message passing by on the ring is for a process located at this site. If so, it transfers the message to the process. This enables process-to-process communication to take place rather than computer-to-computer or terminal-tocomputer. The software system is process oriented; all activities in the system are implemented as processes. The location of the process and the message transmission are transparent to the user who views tie network as a conputing system rather than a system of computers. A computer network which functions in a similar way is being developed at the Oniversity of Maryland. It is called DCN (Distributed Computing Network) and consists of a number of honogeneous minicomputers (39).

The octopus system at Laurence Livermore Laboratory is a heterogeneous computer-conmunications network where all communication is hard-wired. A combination of topologies is employed with the large-scale computers, called workers, connected as a distributed network for file transfer and the terminals connected as centralized, or star, to the workers (45. 77). The file structure has been designed to handie se-
curity materials (46). A very candid paper presenting the user's view of this laboratory network points out many problem areas in designing computer networks which support research projects and at the same time are research projects (81). The HYDEA system at Los Alamos Scientific Laboratory supports Eunctions similar to OCTOPUS. The configuration is unusual. since one of the group of large-scale computers is devoted exclusively to network control. The network control computer handles all terminal comanication, controls the data base devices, and distributes tasks to the appropriate large-scale worker computer. A system description of HYDRA along with a forthright discussion of the technical and planning problems associated with the system appears in (30). Another system which is configured much like HYDRA is RIG (Rochester Intelligent Gateway) at the University of Rochester. The network control cowputer in RIG is a miniconputer which handles the commancation to terminais, controis shared peripheral allocation, and distributes tasks to a local set of minicomputer workers, to one of three different remotely located large-scale computers, or to an ARPAnet connection (10).

Several hierarchical systeas have been developed. At Bell Laboratories' Naperville, Illinois location, a number of minicomputers are used as real time data collectors and are interfaced to a more poverful minicomputer for access to a
line printer, card reader/punch, magnetic tape, and large disk. The interface and network software handle the commuications and peripheral protocol in order to provide transparent operation to the user (11). A similar facility has been implemented at Northwestern Oniversity which provides, in addition to peripheral sharing, access to a large-scale computer. A modification to this network is being planned to allow off-loading of programs from a saturated minicomputer to one which is idle; thus, achieving a degree of distributed processing (73). A そhree level hierarchical system has been implemented at Purdue 0niversity: however it is primarily a computer-communications network which has evolved over a number of years (90). One of the most ambitious hierarchical networks is a laboratory support system at the University of Chicago. This Detwork has three levels with the lowest level Consisting of minicomputers, the second level is a more powerful minicomputer, and the top level is a large-scale system. At the lowest level, the minicomputers are dedicated to laboratory and other on-line functions. The intergediate level supports the minicomputers by providing an enhanced operating systen for each of the minicomputers. All operating systems functions except interrupt and trapping are supplied at the intermediate level. The intermediate level also provides the interface to the batch and interactive services offered by the highest level. The system provides for distrib-
uted processing which at the lowest level is transparent to the user (7).
D. Network Optimization

In the early years of computer network development, as in the early years of computers, the primary performance criterion was whether or not it worked. once it worked, the designers began to be concerned with how long it would be before it would quit again. once the reliability improved to the point where the network became useful, the designers becare concerned about measuring performance, locating areas for improvement, and optimizing the network or at least parts of it.

The foundation of the communication system which supports large computer-communication networks was in existence and had been extensively studied prior to its connection to computers. A classic paper by Frank and Chou (47) on the topological optimization of computer networks discusses much of this accumulated knowledge. Modeling, analysis, and design problems and techniques for both centralized and distributed computer-communication netyorks are discusseds The design objective is to provide a low-cost communications network which satisifies consiraints on zasponse tima, throughput, reliability, and other parameters. Several fundamental commancations network model̃ for queuing and reinability analysis are described. Most of the material presented as-
sumes that network nodes are at fixed sites. Ccmmunication systen factors for performance rating are discussed in (53). These factors are transfer rate, availability, reliability. accuracy, channel establishment tine, network delay, line turn-around delay, transparency, and system security. Kleiarock, Naylor, and Opderbeck (70) present a detailed description of the communication protocol on ARPAnet and the communications overhead costs incurred by using the message as the carrier for the network supervisor.

The CACTOS model (24) was developed to investigate the computer-comunications trade-offs in computer-communication networks. The model starts with a number of fixed sites and first allocates a single computer to service all sites through compuication channels. The cost of this configuration is found and the number of computers allocated is increased and the cost is again found. The last configuration has one computer per site. The model was put into operation in 1972 and many of the assumptions and conclusions are invalid for today's technology. A very general model for investigating computer-communication trade-offs is presented in (23). This model is applicable to star configurations with one central site and \(n\) local sites. The number of local sites, \(n\), is used as the independent variable upon which all costs are based. Thus, by varying \(n\), an optimun number of node:s way be found.

A rather recent, and certainly belated development in computer network performance optimization is the realization that the quality of service provided to the user is a major factor. As was stated in the introduction, the total cost of performing a task wust include not only the computation and commuication costs, but costs related to the user's time and the value of obtaining a correct result without unexpected delay (1). Several factors necessary to assure user service quality in a computer network have been discussed by Pyke (84). These factors include functional fidelity, level of performance, ease of use, reliability, availability, upgradability, maintainability, and confidentiality of data. The problem of user satisfaction with service as well as several other cost and performance factors, both tangible and intangible are discussed by the corporate director of computing for a large manufacturer in (86).
E. Workload Description

A major problem in predicting the performance of a proposed computer network or in evaluating the performance of an existing network is the development of an accurate description of the normal workload. As important as this problem appears, very fes tecaniques are availabie for workioau char= acterization. Three basic categories of workload representation have been suggested; the natural, artificial, and hybrid (44). The natural representation uses the real workload to
form the characterization, but may be strongly influenced by when and for how long the workload is observed. The artificial representation uses a characteristic workload which is designed and implemented independent of the real workload. These representations consist of particular instruction mixes, kernel-problems, or benchmark programs used to synthesize a characteristic workload. The hybrid representation is formed by assembling a characteristic workload by manipulating parts of the real workload. A group at the University of Baryland has verified the validity of the hybrid representation by formulating a workload characterization for a general computing environment in which they present three types of models for the workload (3). One of the models was used to construct a workload model for the large-scale computer at the university's computation center. The model treats the computer system as a device which executes processing tasks in response to user's requests. Each user request requires a certain amount of the hardware and software resources of the system. A vector \(X\) characterizes the resources requested with the jth conponent indicating the amount of the jth resource which is required to service the request. In addition to \(X\), the request is characterized by T, the time the request was made: \(L\), the location from which the request originated: and \(F\), the type of request (batch, time-share, etc.). Every request for service is then charac-
terized by a quadruple ( \(T, L, X, F\) ) and the workload is the total of all requests. Since the model depends on time, it can be treated as a stochastic process which is, at the very least, extremely complex and may, in fact, be unmanageable. The most interesting result of the study occurred when the systen logs of the actual computer workload were analyzed. It was found that the resource requirement for the actual jobs was not distributed randomly, but instead was clustered. That is, one group of jobs had similar resource requirements; another group had another set of resource requirements. The initial results indicate that a hybid workload characterization consisting of a certain mix of jobs having the requirements of each of the clusters may be a viable approach for workload models.

\section*{III. PROPOSED PROBLEM SOLUTION}

The problem being addressed, as stated previously, is to determine a system design which meets reguired performance criteria for a general mix of tasks to be performed for a number of users grouped at local and remote sites and which is most likely to minimize the total cost for each task performed in view of present cost trends. The systen configuration proposed for the solution of this problem is a hierarchically or ganized distributed processing system.

The hierarchical system configuration is chosen for a number of reasons. Computers are available in a hierarchy of capabilities, from the low powered microcomputers to the high powered super maxicomputers. A circumstance similar to that which has existed for many years in memory components (101). A study by a group at Carnegie-Mellon University headed by Bell has found that simple tasks can be performed most economically on simple computers and complex tasks are performed most economically on large, complex computers (15). Thus, given a general hierarchy of tasks, it is reasomable to prom vide a hierarchy of computers on thich to perform these tasks. The present cost trends in computers and communications favors decreasing comanization fequinements by providing increased computing power located closer to the point of task generation. Moving the computation cioser to the user results in improved response for the user. Since a portion
of the computer system is located local to the user, a degree of local control is possible which makes it more likely that local needs will be met. The hierarchical structure also results in improved availability. A given component failure will generally affect only a few users rather than the entire user community as can be the case in a centralized system. The odularity of the hierarchical structure provides more economical expansion and increased flexibility over other structures since the components being proliferated are generally the lower level minicomputers and microcomputers. In order to achieve the advantages enumerated for the hierarchical configuration, certain constraints are placed on the system design. To enhance the modularity and maintainability, the computing hardware must be homogeneous on each level. The operating system and commaication handlers must be the same in all computers on a given level in order to minimize the systems software design and maintenance effort. Each level should commuicate with adjacent levels as if the adjacent level yere a peripheral device. The communication should be process-to-process not computer-to-computer. This avoids the problem of full dependence, or master/slave relarionship, between levels which can reduce reliability. The relationship between processes is more like producer/consumer. The communications software must be symmetrical, permitting any combination of producer and consumer
programs at either end of the communication link. In this way any level can provide a virtual peripheral or processor to another level. These constraints on the hierarchical network will make the system easier to implement, operate, and maintain while increasing the reliability and expansibility. The penalties which are incurred by these constraints must also be examined. The fact that the computing hardware is homogeneous on each level with common systems software will prohibit the tailoring of each node to optimally perform a specific task. However, the task can be moved up or down a level to provide more or less resources. The fact that communication control is decentralized will possibly increase the software complexity due to the protocol reguired to set up the link. The fact that this software can be replicated over many processors will reduce the burden of its implementation.

With the general network structure determined, a means must be found for examining the effects of moving the intelligence of the distributed processing systea claser to the user. Techniques must be devised for rapid and economical determination of the optimum location for the processing of various types of tasks to achieve near minimum cost computing given a ser of system parameters. The number of parameters required to describe a hierarchical system and its workload is \(c f\) such a magnitude that the only feasibie means of solu-
tion is to employ a computer model for the problem solution.
A number of network models exist for computercommunications systems (23, 24, 27) but very little has been done with distributed processing systems and. in particular, hierarchical systems. Bentley and Friedman (17) have devised algorithms for rapidly determining the shortest connecting network for a tree coufiguration which can be applied to a hierarchical system. However, simply minimizing the link length will not necessarily provide minimum cost computing. The work which has been carried out by Chang and Tang (25). and Chang (26) deals specifically with the modeling of hierarchical networks and includes many concepts which are applicable to the present problem.

The overall design goal of Chang's model of a distributed computer system is to produce an integrated hardware and software system which satisfies certain performance requirements and design constraints. The inclusion of both hardware and software is mandatory in any distributed processing system since the system performance is a function of both the hardware configuration and the workload applied to the system. The hardware portion of Chang's model consists of collection of processors, located at various stations, interconnected by a communication network. The software portion consists of defining a collection of transactions representing the workload which is to be processed by the system. The
system configuration is liaited to a hierarchical structure with processing performed on a nuber of different levels. The model eaploys a three step design process to develop a feasible configuration. First, the transaction steps are assigned to different processor levels in the system hierarchy. Second, processors are allocated geographically to meet the workload requirements. Third, communication lines are allocated and the exact locations of the processors are determined. Chang has incorporated this design procedure into a computer program called ICON which was first written in APL (68) and then translated to FORTRAN (37). The system designer uses ICON interactively by providing system parameters to the progran which then produces a feasible configuration which satisfies the designer's performance requirements. The interactive facilities enable the designer to change the system parameters based on the results so far and the program will then form a new result. The goal of ICON, like that of the model upon which it is based, is to find a feasible solution satisfying performance requirements. The minimization of the cost of processing within the proposed system was left to the user. System parameters were modified by the user, who then determined a neu configuration for the next trial. The means of obtaining the modifications for the next trial were unspecified. The trials were continued until a least cost solution was produced.

While some of the concepts used in Chang's model will be required in the model to solve the present problem, the goal of the required model is the determination of a configuration for aear minimum cost computing. The fundamental observation to be made is that any near minimum cost solution must be feasible, but any feasible solution will most likely not be near minimum cost. Some of the specific shortcomings in ICON which prevent its application to the present problem will be enumerated. First, in the assignment of transaction steps to different processor levels, an arbitrary choice is made for the particular processor to be used on each level. If a particular jobstep is incompatible with the processor chosen for a given level, the jobstep is assigned to a higher level, even though a different processor choice night allow processing at the lower level with less cost. Another shortcoming occurs in the geographical allocation of processors. Jobsteps assigned to a given level are grouped together in clusters based on the originating and terminating site of the jobs. An attempt is then made to merge these clusters of jobsteps and assign then to a single processor. ICON chooses an arbitrary cluster and then attempts to merge that cluster with the one whose initial site is the closest. This may result in minimum line lengths but most likely will not. Minimum line lengths, and resulting minimum cost, will be possible only if mergers are attempted starting with the ab-
solute minimum distance between initial sites and proceeding to the next longest in sequence. Once two clusters are mer ged a new set of distances must be found before the next merger is attempted. Another major problem in ICON occurs because the line cost is assumed to be a function only of distance. The optimal site locating algorithm is predicated on the use of this line cost function. If a more realistic function is used which has a fixed termination charge in addition to the distance sensitive cost, the site locating algorithm does not work. For these major reasons and numerous minor difficulties, ICON was deemed inadequate as a model to be employed in the analysis required to determine the optimum location of processing in the context of the problen being addressed. Thus, the conclusion uas reached that a new model must be developed.
IV. THE MODEL
A. General Description

The model which has been developed for investigating the optimum location for processing within a hierarchical distributed processing system is called HONE (Hierarchically organized Network Emulator). The model is programmed in PL/I which was chosen primarily because data structures are supported by PL/I (61). Unlike arrays, data structure elements may have mixed attributes. An element of a data structure may be an array and arrays of structures are possible where each element in the array is a structure. This immense flexibility of storing data items which have a particular order and logical relationship to each other simplifies the handling of the large number of parameters involved in the description of a distributed processing network. The set of structures containing the netuork variables and the control parameters for running the program are maintained on a disk data set which is accessed by the program. The results of running the model are stored in a similar disk data set which can be used to replace the input data set for partial runs or making additions to a previously analyzed network. Modification of the disk data sets is accomplished from a remote terminal through the facilities of WYLBUR (97). The WYLBUB system provides on-line interactive text editing capabilities that allow the user to create text, change and correct it,
search and display it, and save and retrieve disk data sets. In addition to these features WYLBUR has facilities for remote job entry and retrieval from a remote terminal.

To run HONE, the user logs on to WYLBUR from a terminal and requests the input data set which is copied from disk into the \(W Y L B O R\) active file. If \(f\) few parameters are to be changed within the existing configuration, the user employs the edit feature of WILBUE by specifying the line number of the data to be changed. The present line is then listed for the user who responds by typing the new values below the existing values. Only the changes need be typed, all other data in the line will be unaffected. If changes are to be made to the existing configuration such as increasing the uuluer of jobs to be included in the system moxkload, the edit feature of UYIBOR is used to indicate the new number of jobs and jobsteps, and to set the HONE program control parameter indicating a new configuration is desired. When HONE is then executed, the output data set contains the complete input data set with additional lines for the new paraneters to be added. These additional lines contain all zeros but in the proper format to be edited. After editing this output data set to indicate the desired parameters. the user stores it into the input disk data set. The execution of HONE is initiated from the terminal through the use of the remote job entry facilities of WYBUR. The output from HONE and the
output data set can also be accessed by UYLBUR and examined at the terminal. If a CRT terminal is being used and a hard copy of the output is desired. WYIBOR commands can be executed to list the results on a line printer.

\section*{B. Data Configuration}

The set of data structures used for the input to and out put from HONE contains the hardware and software description of the network, the network performance parameters, and the control variables for HONE. These data structures are given the attribute EXTERNAL in the HONE progran and its major subroutines. The variable names used in the discussion below are those used in the declared structures of the programs as listed in appendixes A through E. Table 1 shows the format of the actual input/output data set employed to communicate data values from the user to HONE and from HONE to the usec. The hata mames unca in the imputicutput hata set have, in some cases, been expanded for clarity and, in other cases, abbreviated to save space. Where the name used in the input/output data set is not identical to that used in the structure, the input/output data set name is given in square brackets, [ ], following the name used in the structure.

Table I. Pormat of the input/output data set
```

FUNCTION SELECTION FOR THIS RON
USE <1> TO INDICATE FUNCTION TO BE SELECTED
MNITIALIZB
<1 > <0 > <0 > <0 > <0 > <1 >

| UP BO UND | alues | AND | A | bang |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NSITPIR | WLIHE | NSTEP | NFCN | NRILE | NJOB | HLINE | MPROS | NLEVL |
| 1,25 | 1899 | 1/250 | 1/99 | 1/99 | 1/50 | 1/10 | 1/10 | 1/4 |
| 3 | 2 | 6 | 3 | 3 | 2 | 4 | 10 |  |


| ISEL | XN1 | THRSD | KCENT | tbac | PLIST (1) | (2) | (3) | (4) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BHT | $<9999$ | $<9999$ | BIT | BIT | 1/10 | 1/10 | 1/10 | 1/10 |
| 0 | 00 | 00 | 0 | 0 | 0 | 0 | 0 | 0 |

PGOCESSOR COMPATABILITY MATRICES

| FROS |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| CFILE | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| CFILE | 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| CFILE | 3 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |


| PROS |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | ---: |
| CFCN | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| CFCN | 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| CPSN | 3 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

```

Table 1 (Continued)


Table 1 (Cont:inued)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{CHARA} & \multirow[t]{2}{*}{TT} & RISTICS & avallable & L & & & & \\
\hline & & XMSN RACP & LPCOST & LVCST1 & LVCST2 & LVCST 3 & LVCST 4 & LVCST5 \\
\hline & & M. hemmesnn & \(<9999.9\) & <99.99 & <99.99 & <99.99 & \(<99.99\) & <99.99 \\
\hline LTYPE & 1 & 3.000CE+00 & 00.0 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 \\
\hline LTYPR & 2 & \(0.0000 \mathrm{E}+00\) & 00.0 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 \\
\hline LTYPE & 3 & \(0.0000 \mathrm{E}+00\) & 00.0 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 \\
\hline LTYPE & 4 & \(0.0000 \mathrm{E}+00\) & 00.0 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 \\
\hline
\end{tabular}

SOfTAARE FURCTIONS
I STEPS FCNTSIZE FCNFSIZE
M. MMMMESN M.MYMEESNN M.MMMMESNN
\(0.0000 \mathrm{E}+00 \quad 0.0000 \mathrm{E}+00 \quad 0.0000 \mathrm{E}+00\)
\(0.0000 \mathrm{E}+00 \quad 0.0000 \mathrm{E}+00 \quad 0.0000 \mathrm{E}+00\)
\(0.0000 E+00 \quad 0.0000 E+00 \quad 0.0000 E+U 0\)

SOFTWARE PILES
\begin{tabular}{lccc} 
& HEDIUM \\
& & PILE SIZE \\
PILETYPE & 1 & 0 & \(0.0000 \mathrm{M}+00\) \\
FILERYPE & 2 & 0 & \(0.0000 \mathrm{E}+00\) \\
FILETYPR & 3 & 0 & \(0.0000 \mathrm{E}+00\)
\end{tabular}

JOBS IN WORKLOAD
\#JSTPS ARVL RATE
\(1 / 99\) h. HMMESNN
JOB 1100000000
JOB 2. \(0000.0000 \mathrm{E}+00\)
RSPNS TIME
A. MMMMESNN
\(0.0000 \mathrm{E}+00\)
\(0.0000 \mathrm{E}+00\)

FRSTEP* LASTRP* 1/250 1/250 \(00 \quad 00\)

Table 1 (Continued)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{Jobsteps} & \multicolumn{2}{|l|}{IN JOES} & MSG & SP & RQ & OWN & STP & ASMD & & & LVL & \multicolumn{2}{|l|}{ASGND} \\
\hline & & PCN & FIL & LENGTH & LV & LV & JOB & * & SITE & PROS TIME & LINE DLY & 1 & 2 & 34 \\
\hline & & <99 & <99 & M. MamaESNn & <4 & < 4 & \(<50\) & <99 & 1/25 & M. MHMMESNN & H.MMMMESNN & \(B\) & B & B B \\
\hline JST P & 1 & 0 & 0 & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 & 0 & \(0.0000 \mathrm{~B}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 \\
\hline JSTP & 2 & 0 & 0 & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JSTP & 3 & 0 & 0 & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JSTP & 4 & 0 & 0 & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JST P & 5 & 0 & 0 & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 E+00\) & 0 & 0 & \\
\hline JSTP & 6 & 0 & 0 & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline
\end{tabular}

\section*{1. Harduare}

The hardware to be used in the network implementation is described by the major structure called HRDWARE. This structure contains two winor structures which are arrays of structures describing the available processors (PTYPE) and comaunication lines (LTYPE). A description of the elementary items follows:

In PTYPE [CHARACTERISTICS OF AVAILABLE PROCESSORS], the elements are:

PROS_LVI\# [LVL\#] - the processor level number indiCates the level of the hierarchy where this processor is used. A one indicates the lowest level.

I_BATE - the instruction execution rate for this processor. The value used is normalized mips (millions of instructions per second). An eight bit byte is used as the basis for normalizing and a linear relationship is assumed based on processor word length; e.g., the normalized mips for a processor having a 16 bit word length would be two times the actual mips.

PRIASTR - the net amount of primary random access storage, in kilobytes, available to the user. The net is found by deducting from the total random access memory, the amount occupied by the
resident operating system.
SCNDSTR - the amount of available on-line secondary storage in megabytes. An order of precedence is used to determine this value. If a systen contains non-removable disk and/or drum storage, the amount of this storage is assigned to SCNDSTR. If a system contains removable disks, the value given to SCNDSTR is the amount of on-line storage available on the removable disks. If magnetic tape is the only secondary storage available, then SCNDSTR will be equal to the maximum anount of on-line tape storage. This order of precedence is necessary to realistically determine secondary storage capacity since, in the case of renorable disks and tapes, the amount of storage can be expanded by simply loading another disk or tape.

MDSPRT [ MEDIA CODE] - a code representing the secondary storage media supported by this system. The code values are assigned as follows:

1 - Removable disk
2 - Fixed disk or drum
3 - Magnetic Tape
4 - Removable disk and fixed disk or drum
5 - Removable disk and magnetic tape

6 - Fixed disk or drum and magnetic tape
7 - Kemovable disk, fixed disk or drum. and magnetic tape

CHAN_RATE - the maximum input/output data transfer rate, in bytes per second, for this processor. PCOST - the monthly cost for this computing system. If the system is leased this is the monthly rental. If the system is purchased, the purchase price is amortized over a fifty month period. In LTYPE [CHARACTERISTICS OF AVAILABLE LINES], the elements are:

XMSN_RATE - the transmission rate of this line type in bytes/second. Asynchronous transaission is assumed with each eight bit byte preceded by a single start bit and followed by a single stop bit.

LFCOST - the fixed cost associated with the use of this line. Generally, this is the cost of the common carrier's termination, the modems reguired, and any other hardware necessary to interface the line to the coaputer. The cost is expressed in dollars/month considering monthiy rental or 50 month amortization of purchased equipment.

LYCOSTN - the variable charge for line use based on


The software which is used by the jobs in the network is described by the major structure called SFTuARE. This structure contains two minor structures which are arrays of structures describing the functions (FCNTYPE) and files (FILETYPE) which can be called by the user. The functions nay be user written application programs or system library programs. The files, likewise, may be user created or system library files. A déscription of the elementary items follows

In FCNTYPE [SOPTWARE PUNCTIONS] the elements are: I_STEPS - the number of normalized instruction steps executed in the performance of this function.

The value used should include the systen overhead instruction steps as well as the actual function steps. An eight bit byte is used as the basis for normalizing and a linear relationship is assumed based on processor word length. PCNTSIZE - the amount of main memory, in kilobytes, which must be temporarily allocated to this function. This storage may be for data accumulation or buffering, or for the function itself which is brought in from secondary storage for execution. This temporary allocation exists only wile the function is executing.

FCNPSIZE - the amount of main memory, in kilobytes, which is fixed in main memory for the execution of this function. This storage is dedicated to this function and will be resident in main memory at all tines. It is assumed that only one copy need exist in the processor being used and any job requiring this function may use that copy.

In PILETYPE [SOFTWARE FILES] the elements are:
MEDIUM - a code representing the medium upon which this file is stored. The code values are assigned as follows:

1 - Removable disk
2 - Fixed disi

> 3 - Magnetic tape
> FILE_SIZE - the length of this file, in megabytes. It is assumed that only one copy of a given file need exist on each processor where a function executes which requires this file.

In addition to the structure, SFT円ARE, one other structure is used in the description of the software files and functions. This structure is an array of arrays indicating the compatibility of each function with each processor type and each file with each processor type. The major structure is called phoconf [ PROCESSOR COMPATABILITY MATRICBS], and the minor structures are CFILE and CFCN. The arrays contain bit data, \(1^{\prime \prime} s\) and 0 's, indicating compatibility and incompatibility respectively. The user has the responsibility of determining the function-processor compatibilities since HONE has no way of determining the peripheral support or data generating devices at each processor. For example, a given function may require the reading of a card deck and will only be compatible with those processors having a card reader. The file-processor compatibilities are determined by HONE since they are dependent only upon media support and file size.

\section*{3. Work즈응}

The workload of the distributed processing network is described by two major structures, JOB and JOBSTEP. Each of these is an array of structures. The workload of the system
consists of a number of jobs with each job performing a number of jobsteps. A description of the elementary members follows:

In JOB [JOBS IN HORKLOAD], the elements are:
NO_JOBSTEPS [\#JSTPS] - the total number of jobsteps included in this job.

ARVL_fate - the arrival rate of this job, expressed as jobs per second.

RSPNS_TIME - the a mount of time required to execute the job in seconds. HONE determines this value and places it in the output data set.

FRSTEP\# - the identification number of the first jobstep in this job.

LASTEP* - the identification number of the last jobstef in this job.

In JOBSTEP [JOBSTEPS IN JOBS], the elements are:
REQFCN [ \(B E Q\) PCN] - the identification number of the function required by this jobstep.

REQPILE [REQ FIL] - the identification number of the file required by this jobstep.

MSG_LENGTH - the number of bytes of data to be transferred from this jobstep to the next.

LVL_SPEC [SP LV] - a code used to control the level to which this jobstep is assigned. 0 signifies that there is no preference, 1 signifies that there is
a preferred level, and 2 is used to indicate that a particular level assignment is required. GEQ_LVL [RQ LV] - the requested level number for a jobstep whose level specification code is 1 or 2. OWNING_JOB [ONN JOB] - the identification number of the job owning this jobstep.

STEP [ STP \#] - the sequential number of this jobstep within the owning job's jobsteps.

ASGND_SITE [ASND SITE] - the site to which HONE assigned this jobstep.

PROS_TIME - the time, in seconds, calculated by HONE for the execution of this jobstep.

LINE_DELAY - the line delay, in seconds, calculated by HCNE for the data to be transferred from this jobstep to the next.

LVL_ASGNE - a bit array indicating the level to which
 that this jobstep is not assigned to the particular level, a 1 indicates the assigned level.
4. Net Horg

The description of the network configuration which is developea by Ho NETRORK. This structure includes two minor structures, SITE and LINE, each of which are arrays of stíuciures. The only information the user is required to provide in these arrays
are the locations of the fixed sites of the network. Any sites not initially specified will be optimally located by HONE. AnY new sites created by HONE will be added to the existing sites. HONE will provide all of the line information. The elementary members of these two arrays are:

In SITE [SITE DESCRIPTORS], the elements are:
STATUS - a code representing the specificity of the site location. A 0 indicates a site which has not been assigned to any location. 11 is used to indicate a site, which while given a location, can be moved. a 2 is used to indicate a fixed site.

XDIST - the \(X\) coordinate, in miles, of this site in a two diaensional plane.

YDIST - the \(I\) coordinate, in miles, of this site in a two dimensional plane.

ASGND_PROS [PROS] - the type number of the processor assigned to this site.

PROS_LOAD - the processing load carried by this processor, expressed in normalized mips.

PROS_UF - the utilization factor of this processor. This factor gives a measure of a processor's actual use compared to its capability.

In LINE [LINKING LINE DESCRIPTORS], the elements are:
INSITE - the initial site for this iine.

FINSITE - the final site for this line.
L_TYPE - the type number of the line assigned to this link.

L_LOAD - the communication load carried by this line expressed in bytes/second.

L_UF - the utilization factor of this line. This factor gives a measure of a line's present load compared to that which it is capable of handling.

\section*{5. Control}

The structure UPBOUND [UPBOUND-VALUES AND ALLOWABLE RANGES] is used to convey to HONE the number of parameter sets the user is supplying in the input data set. These elements are:

> NSITE - the number of sites included in SITE.
> NLINE - the number of lines included in IINE.
> NSTEP - the number of jobsteps included in JOBSTEP.
> NFCN - the number of functions included in PCNTYPE.
> NFILE - the number of files included in filetype.
> NJOB - the number of jobs included in JOB.
> MLINE - the number of line types in ITPPE.
> MPROS - the number of processor types in PTYPE. These values are ali deiernined by the user. nowever, hone can increase both NSITE and NLINE when new sites are required.

The portion of the input data set which has not yet been examined is required for the control of the execution of HONE and will be discussed later during the description of the operation of HONE.

\section*{C. Prograil Description}

The program structure of HONE consists of a main routine, HONE, and four major subroutines, JSTOP, PTOS, OSASS, and ANLYZ, which are external to HONE and are called by HONE using an overlay technique. The data structures which contain the network descriptors are identically declared and given the EXTERAAL attribute in the wain procedure and the major subroutines. This allows all of the routines to have access to all of the network parameters vith the name of each parameter remaining the same for all references to that parameter. A general description of the functions performed by each of the routines is given below. The source code listings for the \(E 1 / I\) implementations of the routines can be found in appendixes \(A\) through \(E\).

\section*{1. HONE}

The main routine HONE is the resident supervisor for all of the subroutines. HONE initially clears all of the data structures containing the system parameters and then loads the input data set from disk into the structures. Thus, any structure element not defined by the user has a default value
of zero. The next action of HONE is determined by the function selection parameters [FUNCTION SELECTION FOR THIS RUN] in the input data set. These parameters allow the user to initialize the subroutine control parameters to the default values, to instruct \(H O N E\) to sequentially call one or more of the subroutines, JSTOP, PTOS, OSASS, and ANLYZ, and to use HONE to create an output data set which can be used as an input data set for a new network configuration [NEN NET CONFIG]. If a new configuration is requested, all other function selection parameters are ignored. HONE calls the requested subroutines in the sequential order of JSTOP, PTOS, OSASS, and ANLYZ. After each requested subroutine has finished executing, control is returned to HONE and that subroutine is transferned from main storage back to disk and the next requested subroutine is loaded into main memory for execution. After the last subroutine completes, HONE stores the out put data structures into the output data set on disk and then terminates.
2.

The main function of the subroutine, JSTOP, is to select an optimum processor for each level of the hierarchy and to assign each jobstep to a level. This has the effect of deter mining the processor type on which each jobstep will be executed, The first action of JSTOp is to determine the compatibility of each file with each processor type. If file \(J\)
is compatible with a processor \(I\), the structure element, PROCOMP. CRILE (I, J), receives a bit value of 1 ; otherwise, it is set to 0. The compatibility decision is based on the medium for the file and the media supported by the processor along with the file size. JSTOP then determines the values for the local structure, CJSTOP, which contains the \(z\) array which indicates jobstep and processor compatibility and the LCL element which holds the number of the lowest compatible level on wich each jobstep will execute. A jobstep \(J\) is compatible with a processor I if the function and file required by the jobstep are both compatible with that processor. The lowest compatible level for each jobstep is determined by scanning the list of processor types with which the fobstop is compatible and retaining the minimum level number among the level numbers for these processors. JSTOP next constructs an array which lists the possible processor types which can be used on each level in the order of ascending processor cost.

The choice of a processor for each level is made by selecting the first processor on the list (the least expensive) and then scanning all jobsteps whose lowest compatible level is this level. If all of these jobsteps are compatible with this processor, then this processor type number is assigned to te used on this level. If all. of these jobsteps are not compatible with this processor, the next processor on the
list is chosen and the jobstep scan is repeated. At the conclusion of this procedure, every level will have an assigned processor which is the least expensive processor capable of executing all of the jobsteps for which that level is the lowest compatible level. The control parameter, KCENT, in the input data set determines the assignment of jobsteps to the various levels. If KCENT is a 0 , a decentralized assignment is made with each jobstep being assigned to its lowest compatible level. If KCENT is a 1, a centralized assignment is made with each jobstep assigned to the highest level with which it is compatible. At the conclusion of JSTOP, a processor type has been chosen for each level and each jobstep has been assigned to a particular level.
3._PTOS

The primary function of PTOS is to deteraine the number of processois, and thus, the aumber of sites reguined on each level. The alyorithm which is used is an extension of the Partition-Merge Algorithm presented in (25). The jobsteps have been sorted onto assigned levels by JSTOP and the next step is to group the jobsteps into clusters on each level. Each cluster will ultimately contain the workload of a single processor of the type assigned to the level on which that cluster is located. The operation of the clustering algorithm can best be illustrated by considering each jobstep to be represented by a 4 -tuple, (i,j,k,l) where:
\(i=j o b s t e p\) identification number
\(j=\) originating site of the job which owns the jobstep
\(k=\) preassigned site for this jobstep, 0 indicates that the jobstep does not have a preassigned site

1 = higher level site for this jobstep, 0 indicates that the jobstep does not link to a higher level site

Clustering starts on the highest level and proceeds one level at a time until the lowest level is reached. At each level the three stages of the clustering algorithm are implemented before moving to the next level. The first stage of the algor ithm creates clusters with the same j value. One cluster is made for each set of jobsteps which all belong to jobs having the same originating site. Stage two of the clustering algorithm combines clusters on the basis of \(k\) value; that is, any two or more clusters with the same preassigned site on this level are combined into a single new cluster. Before stage three is started, a structure, called MERGE, is created which lists those cluster pairs which are compatible based on the fact that they are k- and l-compatibles Two clusters are k-compatible if neither has a preassigned site or if one has a preassigaed site, the other has the same preassigned site or no preassigned site. Two clusters are l-compatible if the
higher level sites satisfy conditions like those for \(k\) compatibility. For each cluster pair placed in the MERGE structure a distance value is determined and stored in the DIST element of the structure, a representative location value is determined by summing the \(X\) coordinates and the \(Y\) coordinates of the originating sites for the owning jobs of each jobstep in one of the clusters. The total \(X\) and total \(Y\) are then divided by the number of jobsteps within the cluster. This gives a weighted average \(X\) and \(Y\); weighted by the number of jobsteps having the same owning job originating site and averaged over the total number of jobsteps. The representative location ( \(X^{\prime}, Y^{\circ}\) ) for the other cluster of the pair is found in the same way. The value placed in DIST is the distance, in miles, between the points ( \(X, Y\) ) and ( \(X^{*}, \bar{Y}^{\circ}\) ). nifer all compatible pairs and their corresponding distances have been placed in MERGF, the structure is sorted on the variable DIST to place the cluster pairs in the order of increasing distance. This ordered MERGE structure is used in stage three of the clustering. In stage three, the resource requirements of the jobsteps included in the first cluster pair are evaluated to determine if the total requirement is less than the capacity of the poogessor assigned to this levels If sog the first cluster of the pair is moved into the second by reassiguing the jousteps which were in the first cluster. If the cluster pair would overload the processor assigned to
this level, the merger is not made, and the next possible cluster pair is taken from the MERGE structure to determine if merger is possible. Whenever a merger takes place in stage three, a new MERGE structure is created and stage three is reentered. This process continues until no mergers are made in stage three. A new site is then created for each of the remaining clusters which does not have a preassigned site. The created site has a status of unassigned-floating, a location of \(X=Y=0\), and is assigned the processor type for this level. If the cluster for wich the new site is created has a specified higher level site, a new line is added having an initial site corresponding to the new site and a final site at the higher level site. After all new sites and lines have been added, pros returns tio stage one with the neat lower level. This process continues until the clustering is completed for the lowest level.

At this point in PTOS, the jobsteps have all been assigned to sites and interconnecting lines have been assigned between the sites, The line loading can now be calculated. For each jobstep which is followed by a jobstep belonging to the same job but located at a different site, a path is found which leads to the succeeding site, The load on the line or lines in this path is increased by the required bytes per secoul found by taking the product of the message length hetween the jobsteps and the arrival rate of the job which owns
these jobsteps. After all the line loads have been accumulated, a line type assignment is made for each line. The criterion used for choosing a line type is that the line load should be no more than \(50 \%\) of the line capacity.

The hierarchical network configuration is now specified. The total number of sites required has been determined. A processor has been assigned to each site and a site has been determined for each jobstep. Each required line has been specified and a line type for each line has been assigned.

\section*{4. OSASS}

The function of OSASS is to optimally locate all floating sites to minimize line costs. Two options are available based on the control parameter, ISEL. If the user specifies ISEL to be a 1, OSASS restricts the relocation of the floating sites to the locations of the specified fixed sites. An unassigned site is simply given the coordinates of each of the assigned sites, retaining the coordinates and connection cost of the least expensive location so far. After all possible relocations have been tried, the unassigned site is given the coordinates of the assigned site where the lowest connection costs occurred. When all sites have been optimaliy assigned under the constraints of the wode of relocation, OSASS terminates and returns control to HONE.

If the control parameter, ISEL, is a 0 , OSASS employs an exhaustive, differential iterative technique to relocate
floating sites to an optimal location. This iterative technique sets up a grid of coordinate values and the connection cost of the least expensive point so far are retained. The grid is created by searching the coordinates of all sites connected to the site being relocated, in order to determine the largest and smallest \(X\) values and the largest and smallest \(Y\) values. These values determine the boundaries of the grid. The fineness of the grid is determined by the control parameter. \(X N\), which is set by the user to indicate the desired number of intervals to be placed between the minimum and maximum \(X\) and \(Y\) values. The application of this iterative technique to each unassigned site takes place in two stages. The first stage is a preliminary locating stage Which is required to distiibute the ney sites created by pros which were all given coordinates of \(X=Y=0\). The preliminary locating stage uses only those connecting sites which are fixed or haye been preliminarily located to determine the location of a floating site. If all sites connected to a given site are floating, the site is not relocated at this time. The preliminary stage continues cycling through all sites, relocating the floating sites as possible until all floating sites haye been preliminarily located. The second stage of the application of the iterative technique consists of a seGuential relocation of each floating site to a point of relative lowest cost. OSȦSS continues to cycle through the sites
until the cost improvement is less than the preset control parameter, THRSC, or until the number of iterations exceeds a built-in maximum, presently one hundred. Control is then returded to HONE.

An inter nal subroutine is used to calculate the connection cost of a given site. The present cost calculation assigns a cost of zero and a line type of zero to any line which is less than 0.1 miles long under the assumption that this will be a hard-wired communcation link. This assignment allows HONE to be used for a system which includes a hierarchy of processors at a single location. Any line which is longer than 0.1 miles but shorter than 7.5 miles and is type 1 or 2 , is given a mileage dependent charge of zero based on the assumption that this will be a local line. At the conclusion of OSASS, every site will have an assigned location based on the relocation algorithm selected by the user.

\section*{5. ANLKZ}

The main function of the subroutine, ANLIZ, is to determine the performance of the distributed processing network which has been developed. The load and utilization factor for the processing unit, main memory, and secondary storage of each processor are determined. The utilization factor of each line is found. an estimated processing time and line delay is determined for each jobstep assuming a poisson ar-
rival and exponential time distribution. The estimated job response time is determined fron the accumulated time of all jobsteps contained in the job. Total communication costs and processor costs are calculated and control is returned to HONE.

\section*{V. AN EXAMPLE}
A. Systea Application Description

The utility of the \(H O N E\) program can best be illustrated by means of a specific example. The application chosen for the example consists of a system for the remote updating of files which are maintained at a centralized location. The workload of the system is composed of a number of similar jobs which originate from different locations. Table 2 summarizes the jobstep composition of each of these jobs. The first jobstep of each job must be initiated by the operator of the terminal which is the origin for that job. The terminals employ a cathode ray tube and keyboard for communication with the operator. Each terminal has the facilities for local cursor control, backspace/replacement correction, protected fields, and block transmission of keyboard G大ązated data, The onarator uses the keyboard to enter data to the screen and corrections can be made as necessary. When the desired message has been composed, the operator uses the 'SEND' key to transmit the entire block of data. The first block of data, jobstep 1 , is a message having an average size of 100 bytes. This message identifies the file which is to be modified and the type of modification which is to be performed.

The message is received by the system's input-output handler and buffer routine, in jobstep 2, which collects the

Table 2. Composition of jobsteps for jobs in the example workload
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline JOBSTEP & FCX & ISTEPS & \[
\begin{aligned}
& \text { FCN } \\
& \text { TSIZE } \\
& \text { Kbytes }
\end{aligned}
\] & \[
\begin{aligned}
& \text { FCN } \\
& \text { FSIZE } \\
& \text { Kbytes }
\end{aligned}
\] & \[
\begin{gathered}
\text { MSG } \\
\text { LENGTH } \\
\text { bytes }
\end{gathered}
\] & FILE & \[
\begin{aligned}
& \text { FILE } \\
& \text { SIZE } \\
& \text { Mbytes }
\end{aligned}
\] \\
\hline 1 & 1 & 0.0E+0 & 0 & 0 & 100 & 0 & 0 \\
\hline 2 & 2 & 7.5E+3 & 0 & 8 & 250 & 0 & 0 \\
\hline 3 & 3 & \(6.0 E+4\) & 8 & 8 & 1000 & 1 & 0.05 \\
\hline 4 & 1 & \(0.0 E+0\) & 0 & 0 & 250 & 0 & 0 \\
\hline 5 & 2 & 7.5E+3 & 0 & 8 & 250 & 0 & 0 \\
\hline 6 & 4 & 1.0E+5 & 16 & 2 & 1600 & 2 & 0.03 \\
\hline 7 & 5 & \(6.0 E+5\) & 128 & 64 & 1600 & 3 & 400 \\
\hline 8 & 2 & 7. \(5 \mathrm{E}+3\) & 0 & 8 & 1600 & 0 & 0 \\
\hline 9 & 1 & \(0=0 \mathrm{E}+0\) & 0 & 0 & 25 & 0 & 0 \\
\hline 10 & 6 & 7.5E+2 & 0 & 8 & 25 & 0 & 0 \\
\hline 11 & 7 & \(1.0 E+5\) & 128 & 64 & 1000 & 3 & 400 \\
\hline 12 & 3 & 6.0E+4 & 8 & 8 & 1000 & 1 & 0.05 \\
\hline 13 & 1 & \(0.0 E+0\) & 0 & 0 & 0 & 0 & 0 \\
\hline
\end{tabular}
block of data and akes an initial interpretation to deter \(=\) mine the next task which is to be performed. In this case it is jobstep 3. Which prepares an output to assist the operator in the formatting of the updated data. This output routine further interprets the operator's initial message to determine the type of file modification which is reguired. Based
on this determination, one of a number of standard forms is retrieved from secondary storage and is transmitted to the terminal where it is displayed to the operator. The keyboard is then used to enter the reguired data in the appropriate unprotected fields of the displayed form. After the data has been entered and corrected as necessary, the operator sends this data block to the system, which completes jobstep 4. The input-output handler and buffer routine receives this transmission, in jobstep 5, and determines the next function which must be performed. This next function, jobstep 6, is a routine which checks the validity of the format of the data against that required by the file update which has been requested. After the verification, the data is reformatted as required by the file and a request is made for access to the file. This request initiates jobstep 7 which locates the file in secondary storage, reads the file into primary storage, and performs the necessary modifications. The modified version of the file is then written into a temporary file in secondary storage and also passed to the input-output handler to be transmitted to the terminal in jobstep 8. When the updated version of the file is displayed on the screen, the operator visually verifies the correctness of the updated file. A short message is then transaitted to the system by the operator, in jobstep 9, to acknowledge the validity of the updated file. The input monitor and buffer receives this
message, in jobstep 10, and calls the file replacement routine. The function of this routine, during jobstep 11, is to retrieve the updated version of the file from the temporary location in seccndary storage and to release that location for future use. The routine then replaces the original copy of the file with the updated version. At the successful conclusion of this replacement, a completion message is passed to the output routine. In jobstep 12, the output routine retrieves the proger message from secondary storage and transmits it to the terminal where it is displayed to the operator in jobstep 13. The job is thus concluded and the system is prepared to accept a new job when one is initiated by the terainal operator. The procedure described is that of normal oper ation and contingency responses must be provided in case of malfunction or operator error. Hovever, the assumftion must be made that the bulk of the transactions will be normal in any acceptable system implementation. This example is directed toward the examination of that normal operation.

Two different hardware configurations will be analyzed by the HONE program, a centralized system and a distributed system. In both cases, twelve input/output terminals are provided with three terminals at each of four locations. The master files to be updated are stored at a central location in both configurations. The computer system at this central
location performs many other tasks in addition to the file maintenance. However, this example is concerned only with the workload on the central system created by the requests for file modification. Appendix \(F\) shows the input data set used for the centralized configuration. The input data set for the distributed configuration is given in appendix I. Note that the value of the control parameter, KCENT, is a one for the centralized version and a zero for the decentralized, or distributed; version. In both cases the average job arrival rate is twenty jobs per hour at each terminal. Thus, each operator will be initiating a new job every three minutes. The keyboard entry time for the messages which the operator must supply to the system will require approximately two minutes. Consequently, a satisfactory implementation must have a job response ine of less than one minute.

\section*{B. Results and Discussion}

Appendixes \(G\) and \(H\) show the output of the program HONE for the centralized configuration resulting frow the input of the data set of appendix \(F\). The output which occurs during the execution of HONR with the trace disabled (TRAC=0) is given in appendix G. In this mode, the subroutines, JSTOR, PTOS, and OSASS, provide oniy completion messages. The subroutine, ANIYZ, lists the details of the line and processor loading, response time, utilization, and cost. at the conclusion of the execution of the subroutines of HONE, the out-
put data set is stored on disk by the major program. The out put data set for this run is presented in appendix \(H\). The format of the output data set is identical to that of the input data set in order to facilitate iterative runs which have only minor modifications from one run to the next. Appendixes \(J\) and \(K\) are the results of the execution of HONE for the distributed configuration using the input data set of appendix \(I\).

The hardware configurations devised by HONE for the centralized and distributed solutions are schematically summarized in figures 2 and 3. In the centralized version, only two levels of processor hierarchy occur since the centralization algorithm moves all processing to the highest compatible leyel in this case, level 4. The input/output terminals on the first level are each connected by a 120 byte/second (type 2) line to the central location. In the distributed version, three levels of processor hierarchy are enployed. The first level consists of eight of the twelve input/output terminals arranged with two at each of the four remote locations. Each of these pairs of terminals is connected directly (type 0 line) to a level 2 computer system containing an inputoutput terminal, a microcomputer, and floppy disk secondary storage. These resources are sufficient to provide the third input/output terminal for that location and to execute all of the software functions which require processing power excepi


Figure 2. Centralized hardware configuration


Figure 3. Distributed hardware configuration
for those which must access the centrally located master file. The level 2 processors are each connected to the central location with a 240 byte/second (type 3) line. Each level 2 processor provides local service to the three input/output terminals at a remote location and handles the necessary communication with the central system for all three terminals.

The results of the HONE runs show that the distributed configuration provides a shorter job response time and lower system cost than the centralized configuration. Each job requires 41.5 seconds of computing and communication time on the centralized system and only 27.3 seconds on the distributed system. This represents a 34\% reduction in the response time. Both configurations require the same central computer syster for storage of the master files. Thus, the costs which are significant in a comparison between the two configurations are those for all processors and lines except the central computer system. For the centralized configuration these processor and line costs total \(\$ 2507.28\) per month. These costs for the distributed system are \(\$ 1563.76\) per month, which represents a \(37 \%\) savings.

The harduare and software maintenance costs, the system reliability, and system expansion capabilities are more difficult to quantify hut can be examined subjectively. The distributed system executes the same software functions as
the centralized system. The primary difference in the software between the two configurations is the replication of those functions which are distributed to level 2. The additional software maintenance required.by having four copies of the same program at four remote locations will be due primarily to the fact that the software is remote relative to the location of the systems personnel. However, the communication links between level 2 and level 4 can be used during maintenance for uploading and downloading of software. The hardware maintenance costs could possibly be slightly higher for the distributed system. The four microcoaputer systems used on level 2 of the distributed configuration may require more maintenance than the additional eight communication links of the centralized system. This can not, though, be predicted with much certainty.

The reliability of these systems can best be examined by observing the effect of a system component failure on the availability of the system to the users. The centralized configuration has only two modes of failure. If the central computer system is out of service, all of the users are idled. If any communication link or any input/output terminal is out of service, only the user of that specific component will be affected. The distributed configuration has more wodes of failure, However with some additional software at level 2 , the system availability to the users can
actually be increased. This additional software would use the secondary storage available on level 2 to accumulate the file updates from the users whenever the central computer system or a communication link to the central location is out of service. When the central system or link comes back online, the file updates and verifications are processed using these accumulated inputs. The failure of a level 2 computer system will idle only the three users who are connected to that system and the failure of an input/output terminal will affect only the user of that terminal. With the suggested software modification on level 2 of the distributed system, all four of the level 2 computer systems or all twelve of the input/output terminals must be simultaneously out of service for all twelve users to be idled. These conditions are far less probable than the failure of the central computer system in the centralized configuration.

The system expansion capabilities will be examined by considering the costs incurred in modifying each of the configurations in order to respond to an increase in the workload which overloads the present system. Such an increase cor responds to an average system job arrival rate which exceeds that wich can be handled by the twelve operators. The expansion of the centralized configuration requires the addition of a terginal and compuncation link for each new remote station to be added. The cost of each new station at
any of the present remote locations is \(\$ 208.94\) per month. The distributed configuration can be expanded by at least one more terminal at each remote location with only the expense of the terminal itself, \(\$ 30.00\) per month. The expansion would take advantage of the excess capacity in the communication link from level 2 to level 4 which is only \(30 \%\) utilized in the present configuration. A slight increase in job response time would accompany such an addition. The level 2 processor can easily handle the increased computing load. Further expansion of the distributed system would require Commaication links with more capacity and more primary memory in the level 2 processors. However, the communication link capacity can be doubled for \(\$ 60.00\) per month and the memoricapacity can be doubled for \(\$ 30.00\) per month. Thus the job handling capability of a remote station can be doubled to six input/output terminals for \(\$ 180.00\) per month in the distributed configuration. This is less than the cost of adding a single terminal to the centralized configuration. The analysis of the HONE runs for this example indicates that the distributed configuration has a lower initial cost. provides better job response times, is more economically expanded, and can have higher availability to the user than the centralized configuration. The hardware and software maintenance costs may be someuhat less for the centralized configuration.

Two further observations of the HONE runs can be made. First, the central computer system was assumed to be performing many other tasks in addition to the file updating required in this example. The centralized configuration requires \(4.2 \%\) of the central computer system's processing capacity. The distributed configuration requires 3.1\% since some of the processing takes place in the level 2 processors. Whi'le the difference is small, it makes available 1.1\% of the processing capacity of a computer system which costs \(\$ 13.103 .40\) per month. The value of this capacity can be relatively significant. in further demonstrating the superiority of the distributed configuration. The second observation is that less than \(1 \%\) of the available processing capability is utilized in the four level 2 processors in the distributed configuration. However, the addition of these processors results in a reduction of more than \(30 \%\) in both the remote system cost and the job response time compared to the centralized configuration. This result points out the significant advantage of designing a distributed processing network as a total system rather than a collection of individual processors connected by communication links. The commonly held idea that any computer must be utilized to nearly its full capability is obsolete in vieu of present cost trends. To justify the purchase of the four level 2 processors which have over \(99 \%\) idle time would be next to impossible without
noting the effect on the total systen performance and cost.
This particular example was constrained in order to illustrate not only the use of \(H O N E\), but also, the superiority of the distributed configuration over the centralized configuration for a comonly occurring workload. The primary constraint was that all sites were initially fixed and not relocatable by HONE. Therefore, the full power of the HONE program was not invoked. This example does illustrate that the HONE program provides a means for designing and analyzing hierarchically organized distributed processing systems and of performing these functions rapidly. The HONE run for the centralized configuration required 7.55 seconds of computer time and the run for the distributed system required 14.27 seconds.

\section*{VI. CONCLUSIONS}

This investigation has resulted in the development of a powerful tool for the design and analysis of hierarchically organized distributed processing networks. This tool, a computer model called HONE, is a significant extension of previous work due to its capability for resource representation. its ability to minimize hardware and communication costs, and its flexibility in representing system workloads. The model provides not only the system configuration, but also analyzes the performance of the system. Once a configuration has been determined, \(H C N E\) can be used to study the sensitivity of the system to adjustments in workload, availability of sites, or other system component changes. The model provides for total distributed processing system design. The importance of designing the total system was illustrated by an example which shoued that in a particular case, the total system performance could be increased while dramatically reducing costs. These results were obtained by adding a level of processors which were only 1\% utilized.

The HONF model was the result of an investigation directed toward the examination of distributed processing networks in order to evaluate the performance of such networks as a function of the network configuration. The goal was to determine a system design which would be most likely to minimize the total cost for performing each task of a general
system workload in view of present cost trends. A hierarchically organized network structure was found to provide the flexibility necessary to optimally execute the hierarchy of tasks in a general workload. The hierarchical structure can employ the extant hierarchy of computing harduare to decrease task response time and total task cost relative to other network structures while increasing availability and expansibility.

With the general network structure determined, a model. called HONE, was developed to serve as an instrument to assist in configuring a network and to analyze the performance of the resulting network. The initial data presented to the model consists of the parameters used to describe the processor and line types, which can be selected to configure the network, and the workload description, including the locations of the originating and terminating sites. The HONE program selects an optimum processor for each level of the hierarchy and assigns each jobstep to a level. For a decentralized, distributed system each jobstep will be assigned to the lowest level with which it is compatible. HONE then groups the jobsteps into clusters at each level. Each cluster uill ultimately contain the uorkload of a single processor of the type assigned to the level where the cluster is located. Fhe jobsteps are combined into clusters by means of an alyorithm which will minimize communication costs. The
message traffic between clusters is determined and a communication line type is assigned for each link.

The hierarchical network configuration has now been specified by HONE. The total number of required sites has been determined and a processor has been assigned to each site. The jobsteps have been distributed to specific sites and communication line requirements have been found. The HONE program then optimally locates all of the sites which do not have a specified location. The performance of the network is then determined by HONE. The loading of the processors and lines is found and the system costs are calculated. The model provides the system designer with a tool for the rapid and economical determination of the optimum location for processing uithin a distributed processing netuork in order to achieve near minimum cost computing for a given set of cost parameters.

The tacit assumption throughout this investigation was that each user would be charged only for the cost of the sistem resources required to perform that user's task. This implies that if a small number of the users of a system require a high level processor, that the cost of that processor is divided among those users. If the processor is underutilized, the task cost for these users may be high, even though it is minimized for the given workload. The system designer should recognize cases such as this as representing an
incomplete hierarchy from the results of the \(H O N E\) program. To complete the hierarchy, the designer should consider sharing the required high level processors with other incomplete hierarchies.

The utility of the HONE program was demonstrated by the use of a specific example. The model was applied to the commonly occurring application of updating master files from several remote locations. Two different hardware configurations were developed and analyzed by HONE, a centralized, two level network and a distributed, three level network. The analysis showed that distributing the processing power of the system resulted in a savings of approximately one-third in system cost while decreasing the job response time by a simiiar amount when compared to the centralized system.

The HONE program has been found to be a valuable instrument for the investigation of hierarchically organized distributed processing networks. However, the use of HONE and the results achieved point to many areas where future study might be undertaken in order to advance the understanding of such networks. One area is in the characterization of workloads. The development of an accurate description of the normal workload of a proposed system is a necessary part of the design of that system. The extraction of essential featumes of the workloaus fox specific applications shourd be at tempted. The model, \(H O N E\), could be further refined to in-
clude other factors which are part of the total job response time. The input/output time delays are presently considered by the user of HONE as additional to the job response time given by the model. The average delay in transferring data to and from secondary storage is considered in the present model as an additional instruction step load. The input/output and secondary storage delays could be considered as separate parameters in a refined version of the model. The inclusion of reliability and availability information in the model should be investigated. If data were supplied on the wean time between failures and the mean time to repair for the various system components, the model could possibly provide reliability predictions to the systen designer. The predictions might include the modes of failure and the effect of each mode on system availability.

A system design has been proposed which can meet stated performance criteria and is most likely to minimize the total cost for each task of a general task mix for a number of users grouped at both local and remote sites. A model of this system design has been developed which provides a general framework to enable the rapid and economical determination of the optimum configuration and the analysis of the performance of this configuration.
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HCNE: PROC OPTIONS (MAIN);
DCL 1 NETMCRK EXTERNAL,
2 SITE (25).
3 STATOS DEC FIXED(1) INIT((25)0).
3 XDIST DEC FIXED \((5,1) \operatorname{INIT}((25) 0)\),
3 YDIST DEC FIXED \((5,1)\) INIT ( 2510\()\), 3 ASGND_PROS DEC FIXED (2) INIT((25)0), 3 PRDS_LOAD DEC FLOAT(5) INIT ( 25 ) 0). 3 PROS_UF DEC PLOAT(5) INIT((25)0),
2 LINE (9 9 ) 。
3 INSITE DEC FIXED(2) JNIT ( 199 ) 0)
3 FINSITE DEC FIXED(2) INIT((99)0).
3 L_TYEE DEC FIXED(2) INIT ( 99 (9) 0) 3 L_LOAD DEC FLOAT(5) INIT ( \((99) 0)\).
3 L_UF DEC FLOAT(5) INTT((99)0);
DCL 1 hrDitare external,
2 PTYPE(10).
3 PROS_LVL: DEC FIXED(1) INIT((10)0),
3 I_RATE DEC FLOAT(5) INIT ( 10 ) 0),
3 PRIMSTR DEC FLOAT(5) INIT((10)0).
3 SCNDSTE DEC FLOAT(5) INIT ((10)0).
3 MDSPET DEC RIXED(2) INIT ((10)0)
3 CHAN_RATE DEC FLOAT(5) INIT((10)0),
3 PCOST DEC FIXED \((8,2) \operatorname{INIT}((10) 0)\) 。
2 LTPPE(10),
3 XMSN_FATE DEC FLOAT(5) INIT ((10)0).
3 LFCOST DEC FIXED \((5,1)\) INIT ( 1000 ).
3 LVCST1 DEC FIXED \((4,2)\) INIT ( 10 0) .
3 LVCST2 DEC FIXED \((4,2)\) INIT \(((10) 0)\).
3 LVCST3 DEC FIXED \((4,2) \operatorname{INIT}((10) 0)\),
3 LVCST4 DEC FIXED \((4,2) \operatorname{INIT}((10) 0)\).
3 LYCSTS DEC FIXED \((4,2)\) INIT ( \((10) 0)\) :
DCL 1 SFTiAEE EXTERNAL,
2 PCNTYPE(99),
3 I_STEPS DEC FLOAT(5) INIT((99)0).
```

        3 ECNTSIZE DEC FLOAT(5) INIT((99)0).
        3 FCNFSIZE DEC PLOAT(5) INIT ((99)0).
    2 FILETYEE(99).
        3 BEDIUM DEC FIXED(2) INIT ((99)0).
        3 FILE_SIZE DEC FLOAT(5) INIT ((99)0);
    DCL }1\mathrm{ JOB(50) EXTERNAL,
2 NO_JOBSTEPS DEC FIXED(2) INIT(|50)0).
2 ARVL_RATE DEC FLOAT(5) INIT((50)0).
2 RSPNS TIME DEC FLOAT(5) INIT((50)0).
2 FRSIEP咅 DEC PIXED(3) INIT((50)0) .
2 LASTEP番 DEC FIXED(3) INIT((50)0):
DCL 1 JOBSTEP(250) EXTERNAL,
2 REQFCN DEC FIXED(3) INIT((250)0),
2 REQFILE DEC FIXED(3) INIT((250)0).
2 HSG...LENGTH DEC FLOAT(5) INIT((250)0).
2 LVL_SPEC DEC FIXED(1) INIT((250)0).
2 REQ.LVL DEC FIXED(1) INIT((250)0).
2 OWNING_JOB DEC FIXED(2) INIT((250)0).
2 STEP* EEC PIXED (2) INIT((250)0),
2 PROS_TIME DEC FLOAT(5) INIT((250)0).
2 LINE_DIY DEC FLOAT(5) INIT ((250) 0).
LLVL_._SGND(4) BIT(1) INIT((1000) (1) 0'B):
DCL }1\mathrm{ PROCOHP(10) EXTERNAL.
2 CFILE(99) BIT(1) INIT((990) (1) (0'B).
2 CFCN(99) BIT(1) INIT((990) (1) 10'B);
DCL 1 UPBOUND EXTEENAL,
2 NSITPE DEC FIXED(2).
2 NLINE [EC FIXED(2).
2 NSTEP DEC FIXED(3)
2 NFCN DEC FIXED(2).
2 NFILE LEC FIXED(2).
2 NJOB DEC PIXED(2).
2 MLINE DEC FIXED(2).
2 MPROS DEC FIXED(2).

```
```

    2 NLEVEL DEC FIXED(1);
    DCL I CTLPARM EXTERNAL,
2 ISEL EIT(1)
2 XN DEC FIXED(4).
2 THESD DEC FIXED(4).
2 KCENT BIT(1),
2 TRAC BIT(1).
2 PLIST(4) DEC FIXED(2);
DCI I NUPSCOND.
2 NNSITE DEC FIXED(2)
2 NNLINE DEC FIXED(2)
2 NNSTEP DEC FIXED(3).
2 NNF'CN DEC FIXED(2).
2 NNFILE DEC FIXED(2).
2 NNJIOB LEC FIXED(2)
2 NGIINE DEC FIXED(2),
2 NMPROS DEC FIXED(2).
2 NNLEVEI DEC FIXED(1):
DCL HDRPS (4) CHAR (60):
DCL INDEF BIT(1);
DCL UNSTOP BIT(1);
DCL UFTOS BIT(1);
DCL UOSASS BIT(1):
DCL UANLYZ BIT (1);
DCL NONET BIT(1):
DCL HDOP(3) CHAR(64);
DCL HDCP(3) CHAR(65);
DCL HDPC1 CHAR(48):
DCL HDPC2 CHAR(9):
DCL CLID CHAR(7):
DCL PID(10) FIXED DEC(2);
DCL PCID CHAR(7):
DCl CFLID CHAR(7):
DCL CFNID CHAR(7):
DCL HDNS (3) CHAR(62);

```
```

    DCL NSID CHAR(5):
    DCL HDNI(3) CHAR(62);
    DCL NLID CHAR(5) INIT('LINE ');
    DCL HDillP(3) CHAR(80):
    DCL HPID CHAR(6);
    DCL HDHL(3) CHAR(80):
    DCL HLILC CHAR (6);
    DCL HDEN(3) CHAR (55):
    DCL SFMID CHAR(8);
    DCL HDFL(3) CHAR (36);
    DCL SFLID CHAR(9);
    DCL HDJB(3) CHAR(60);
    DCL JBIID CHaR(4);
    DCL HDJS (4) CHAR(80);
    DCL JSID CHAR(5):
        DCL INFILE FILE INPUT STREAM;
        DCL OUTFILE FILE OUTPUT STREAM;
        puT Page;
    /* GET RUNPHEMS */
GET FILE(INFILE) EDIT
(HDRPS) (R(PHDRP))
(INDEF, UJSTOP,UPTOS,UOSASS, UANLYZ, NUNET)
(R(FIRPM)):
/* GET UPBOUND */
GETP FILE(INFILE) SKIP(3) EDIT
(HDUP) (R(FHDUP))
(UPBOUND) (R (FUPBD))
(NUPBOUND) (R(FUPBD)):
/* GET CTlPABM */
GEN FILE(INFILE) SKIP(3) EDIT
(HDCP) (R (FHDCP))
(CTLPARM) (F (FCLPM));
/* GET PRJCOMP.CFILE */
GET FILE(INFILE) SKIP(3) EDIT
(HDPC1)(R(FHDP1))

```
```

(HDPC2,(PID(I) DO I=1 TO MPROS)) (R (FHDP2))

```
( (CELID,JJ, (PFOCOMP.CFILE (I,J) DO I=1 TO MPROS)
                            DO \(\mathrm{J}=1\) TO NFILE) ) (R(FPCP)):
/* GET PROCOMP.CFCN */
    Get file (INFILE) SKIP(4) EDIT
                            ( (CRNID, JJ, (PROCOMP.CFCN (I,J) DO \(I=1\) TO MPROS)
                                    DO \(J=1\) TO NFCN)) (F (FPCP)):
/* GET NETWORK.SITE */
    GET FILE (INFILE) SKIP(3) EDIT
                            (HDNS) (R (FHDN))
                            ((NSID,JJ, NETHORK.SITE(J) DO J=1 TO NSITE))
                                    (R (FNTHS)):
/* GET NETMOEK.LIHE */
    GET FILE(INFILE) SKIP(3) EDIT
                            ( \(\mathrm{HDNL}^{2}\) ) (R (FHDN))
                            ( (NLID.JJ, NETWORK. LINE(J) DO J=1 TO NLINE))
                        (R(FNTWL));
/* GET GRDWARE.PTYPE*/
    GET FILE(INFILE) SKIP(3) EDIT
(HLAP) (E (FRDHP))
( (HPID, JJ, HRDHARE. PTYPE(J) DO \(\mathrm{J}=1\) TO MPROS)) (R(FHDWP)):
/* GET HEDHARE.LTYPE */
GET FIIE(INFILE) SKIP(3) EDIT
(HDHL) (F (FHDHL))
((HLID,JJ, \(\operatorname{HRDWARE}\) LTYPE(J) DO \(\mathrm{J}=1\) TO MLINE)) (R(FHDHL)):
/* GET SFTGAFE.FCNTYPE */
GET FILE(INFILE) SKIP(3) EDIT
(HDFN) (R (FHDFN))
((SENID,JJ,SFTHAGE. PCNTYPE(J) DO J=1 TO NFCN)) (R(FSHFN)):
/* GET SFTHARE.FILETYPE */
GET FILE(INFILE) SKIP(3) EDIT
(HDFL) (R (FHDEL))
((SFIID,JJ,SFTHARE.FILETYPE (J) DO J=1 TO NFILE))
(R(FSWFL));
/* Get Jobs */
GET PILE(INFILE) SKIP(3) EDIT
(HDJB) (R (FHEIJB))
((JBID,JJ, JOB(J) DO J=1 TO NJOB)) (E(FJOB)):
/* GET JOBSTEPS */
GET FIIE(INFILE) SKIP(3) EDIT
(HDJS) (R (FHLJSS))
((JSID,JJ, JOBSTEP (J) DO \(J=i\) TO NSTEP)) (R(FJBSP)):
/* SET data format for new nethork configuration */
IF NONET THEN DO:
NSITE=NNSITE:
NLIL NE NNNLINE:
NSTEP=NNSTEP:
NECN = NNFCN:
NFILE=NNFILE;
NJIOR \(=\mathrm{BNJOB}\);
MLINE=NMLINE;
MPROS=NMPROS;
NLEVEL=NNLEVEL;
GOTO CUTPUT:
END:
/* INITIALIZE DEFAOLTS */
IF INDEF THEN DO:
KCENT \(=0^{\circ} \mathrm{B}\);
ISEL=10'B: \(\mathrm{XN}=100\); THRSD \(=1\); TRAC= \(0^{\circ} \mathrm{B}\); \(\operatorname{PLIST}(1)=0\); PIIST (2) \(=0\); PLIST (3) \(=0\) : PLIST (4) \(=0\); END:
/* Call JoESTEP TO PROCESSOK aSSIGNMENT */ IF UJSTOP THEN CALL JSTOP;
```

/* CALL PROCESSOR TO SITE ASSIGNMENT */'
IF UPTCS THEN CALL PTOS;
/* CALL OPTIMAL SITE LOCATOR */
IF gOSASS THEN CALL OSASS;
/* Call analyZER */
IF gaNLyz then call anlyz;
/* POT RUNPAEMS */
OUTPUT: PUT FILE(OUTFILE) EDIT
(HDRPS) (R(FHDEP))
('<',INDEF,'>','<',UNSTOP, '>',
<<',DOSASS,'>','<', UANLYZ,'>','<<',NUNET,'>')
(R(FRPRM));
/* PUT UPBOUND */
POT FILE{OUTPILE) SKIP(3) EDIT
(HDUP)(F (FHDOP))
(UPBOOND) (F (FUFBD)):
/* POT CTLPARM*/
POT: FILE (OUTFILE) SKIP(4) EDIT
(HDCP) (R (FHDCP))
/* PUT PEOCOMP.CFILE */
PUT FILE(OUTFILR) SKIP(3) EDIT
(HDPC1) (R(FHDP1))
(HDPC2.(PID(I) DO I=1 TO MPROS)) (R (FHDP2))
((CPLID,J,(PROCOMP.CFILE(I,J) DO I=1 TO MPROS)
DO J=1 TO NFILE))(R (FPCP));
/* PUT PROCOMP.CFCN */
PUT FILE(OUTFILE) SKIP(3) EDIT
(HDPC2,(PID(I) DO I=1 TO MPROS)) (R (FHDP2))
((CFNID,J, (PFOCOMP.CFCN(I,J) DO I=1 TO MPFOS)
DO J=1 TO NFCN)) (K (FPCP));
/* POT NETHORK.SITE */
PUT PILE(OUTFILE) SKIP(3) EDIT
(HDHS) (R (FHDN))
((NSID,J,NETWORK.SITE(J) DO J=1 TO NSITE))

```
```

                                    (R (FNTNS)):
    /* PUT NETHORR.LINE */
PUT FILE(ODTFILE) SKIP(3) EDIT
(HDNL) (F (PHDN))
((NLID,J,NETGORK.LINE(J) DO J=1 TO NLINE))
(R(FNTML)):
/* RUI HEDHARE.PTYPE */
pUT FILE(OUTFILE) SKIP (3) EDIT
(HDHP) (F (FHDHP))
((HPID,J,HRDHARE.PTYPE(J) DO J=1 TO MPROS))(R(FHDHP));
/* PUT HRDNARE.LTYPE */
pUT FILE(OUTFILE) SKIP(3) EDIT
(BLHL) (R(FHDHL))
((HLID,J,HRDWAKE.ITYPE(J) DO J=1 TO MLINE)) (R (FHDWL)):
/* POT SFTWARE.FCNTYPE */
POT FILE (OUTFILE) SKIP(3) EDIT
(HDFN)(R(FHDFN))
((SFNID,J,SFTWARE. FCNTYPE(J) DO J=1 TO NFCN))

* fut SFTHARE.FILETYPE */
PUT FILE (OUTFILE) SKIP (3) EDIT
(HDFL) (R (FRDPL))
((SFLID,J,SFTWARE. FILETYPE(J) DO J=1 TO NFILE))
(R(FSWFL)):
/* 20T JOBS */
PUT FILE (OUTPILE) SKIP(3) EDIT
(HDJB) (R(FHDJB))
((JBID,J,JOB(J) DO J=1 TO NJOB)) (R(FJOB)):
/* put jobsteps */
PUT FILE(OUTFILE) SKIP(3) EDIT
(HDJS) (R (FHDJS))
((JSID,J,JOBSTEP(J) DO J=1 TO NSTEP)) (R(FJBSP));
/* RORHATS FOR RUNPARMS */
FIRP:4: POEAATT (COL(1),X(7),B(2),X(11),B(2),X(6),E(2),3(X(7),B(2)));
FHERP: PORAAET (4 (COL (1) ,A(60)));

```
```

FRFRN:PORHAT (COL (1), X(6),A(1), B(2),A(1), X(9),A(1),B(2),A(1),X(4),
A(1),B(2),A(1),3(X(5),A(1),B(2),A(1)));
/* FCIAMATS EOR UPBOUND */
FHDUE: FORMAT(3(COL (1),A (64))) ;
FOPBD): FOR [IAT (COL (1),9(X (3),F(4))):
/* FORMATS FOK CTlPARH */
FHCCP: FOR告AT(3(COL(1),A(65))) ;
FCLPN: FOREAT (COL (1),X(3),B(3), 2(X(2),F(5)),
X(1), 2(X(3),B(3)),X(5),4(X(2),F(3))):
/* fORmatS FOR PKOCOMP */
FHCP1: PORMAT (COL (1),A (45)):
PHDP2: FORNAT (COL (1),A (9), (MPFOS) (X(2), F (2)));
FPCP: FORHAT (COL (1),A (7),F(2), (MPROS) (X (3),B(1))):
/* FORMATS fOR NETHORK */
FHDN: FORHAT(3(COL(1),A(62))):
FNTWS: FOGMAT (COL (1),A(5),F(2),X(2),F(3),2(X(3),F(6,1)),X(2),
F(4),X(1),E(11,4),X(2),E(11,4));
FNTKLL: FOREATT(COL (1),A (5),F(2),3(X(4),F(4)),2(X(3),E(11,4)));
/* FORMATS fOF HRDWARE */
FHDHP: FORNAT(3(COL(1),A(80)));
FHCRE: FOFEAT (COL (1),A (6),F(2),X(1),F(3), 3(E (11,4)),
X(3),F(2),X(1),E(11,4),X(2),F(9,2));
FHDHL: FOREATT(3(COL(1) ,A (80))):
FHDNL: FORMAT (COL (1),A(6),F(2), K(1),E (11,4).
X(3),F(6, 1),5(X'(3),F(5,2)));
/* FOFMATS FOR SOPTHARE */
FHEFH: FORMAT(3 (COL (1).A(55)));
FS WFN: FORMAT (COL (1),A (8),F(2), X(2),3(X(3),E(11,4))):
PHDFI:: PORAAT(3 COL(1),A(36)));
FS WFL: FORMAT (COL (1),A (9) ,F(2), X(6),F(4), X(3),E(11,4));
/* foratatS for Job */
FHDJB: FOEMAT(3 (COL (1),A(60)));
FJCB: FORMAT(CCL(1),A(4),F(2),X(5),F(2),2(X(3),E(11,4)),X(5).
F(3),X(5),F(3));
/* fORMATS FOR JOBSTEP */

```
```

FHDJ:S:FORMAT(4 (COL (1), A(80))):;
FJBSIP: FOR\AT (COL(1),A(5),F(3),X(1),2(X(1),F(3)),E(11,4),
2(X(1),F(2)), 2(X(1),F(3)), X(1),F(4),2(E(11,4)).
X(1),4(X(1), B (1))):
END HONE;

```

\section*{X. APPENDIX B:}

LISTING FOR THE SUBROUTINE ISTOP
```

JSTOP: PROC;
DCL 1 NETMCRR EXTERNAL.
2 SITE(25).
3 STATOS DEC FIXED(1).
3 XDIST DEC FIXED (5,1),
3 YDIST DEC FIXED(5,1).
3 ASGND_PROS DEC FIXED(2),
3 PROS_LOAD DEC FLOAT(5),
3 E'SOS_UP DEC FLOAT(5).
2 LINE(99).
3 INSITE DEC FIXED(2)
3 FINSITE DEC FIXED(2).
3 L TYFE DEC FIXED(2),
L L_OAD DEC FLOAT(5).
3 L_JF DEC FLOAT (5);
DCL. 1/ HRDPAEE EXTERNAL,
2 PTYPB(10).
3 FROS LVL\# DEC FIXED('1).
3 I_RATE DEC FLOAT (5),
3 FRIMSTR DEC FLOAT(5)
3 SCNDSTF DEC FLOAT(5).
3 NDSPFT DEC FIXED(2).
3 CHAN_RATE DEC FLOAT(5).
3 FCOST DEC FIXED(8,2).
2 LTYPE (10)
3 XMSN_RATE DEC FLOAT(5).
3 LPCOST DEC FIXED (5,1),
3 LVCST1 DEC FIXED (4,2),
3 LVCST2 DEC FIXED(4,?),
3 LVCST3 DEC FIXED (4,?),
3 LVCST4 DEC FIXED (4.?).
3 LVCST5 DEC FIXED (4,2);
DCL I SFTYARE EXTERNAL,
2 FCHTYPE(99).
3 I_STEPS DEC FLOAT(5).

```
```

        3 FCNTSIZE DEC FLOAT (E)
        3 FCNPSIZE DEC FLOAT (5),
    2 PIIETYPE(99).
        3 UEDIUH DEC FIXED(2),
        3 FILE SIZE DEC FLOAT(5):
    DCL. I JOB(50) EXTERNAL,
2 NO_JOBSTEES DEC FIXED('2)
2 AEvL_ RATE DEC FLOAT(5)
2 RSENS_TIME DEC FLOAT (5),
2 FRSTEP\# DEC FIXED(3)
2 LASTEP* DEC FIXED(3);
DCL I JOBSTEP(250) EXTERNAL,
2 RZQFCN DEC FIXED (3).
2 REQFILE DEC FIXED(3).
2 MSG_LBNGTH DEC FLOAT (5j),
2 LVL_SPEC DEC FIXED(1),
2 REQ_LVL DEC FIXED(1).
2 ONNING_JOB DEC FIXED(2),
2 STEP\# CEC PIXED (2)
2 SSGND_SITE DEC FIXED (2).
2 PEOS_TIME DEC FLOAT(5).
2 LINE DIY DEC FLOAT(5),
2 LVI_ASGND(4) BIT(1):
DCL | PROCOMP(10) EXTEFNAL.
2 CFILE(99) BIT(1).
2 CFCN(99) BIT(1);
DCL I UPBOUND EXTERNAL,
2 NSITE CEC FIXED(2).
2 NLINE IEC FIXED(2).
2 NSTEP [EC FIXED(3).
NRCN DEC FIXED(2),
NFILE DEC FIXED(2).
NJOB EEC FIXED(2),
2 MLINE LEC FIXED(2).
MPEOS [EC FIXED(2).

```
```

    2 NLEVEL DEC FIXED(1):
    DCL 1 CTLPARH EXTERNAL,
2 ISEL BIT(1).
2 XN DEC FIXED(4).
2 THRSD DEC PIXED(4),
2 KCENT BIT (1).
2 TRAC EIT(1).
2 PLIST(4) DEC FIXED(2);
/* ROUIIINE TO ASSIGN JOBSTEPS TO PROCESSOR TYPES */
DCI 1 CJSTOP(250).
2 z(10) BIT(1) INIT((2.500) (1)'0'B).
2 LCL DEC FIXED(1) INIT((48) 0);
DCL TABLE(4,12) DEC FIXED(2) INIT((48) 0):
DCI IASM BIT(1);
/* DETEAMINE FILE-PROCESSOR COMPATIBILITIES */
KFLOOP: DO KF=1 TO NPILE;
KPLOOP: [CO KP=1 TO MPROS;
CFILE (KP,KF) =' O'B;
IF MEDIDM (KF)=1 \&
(((MDSPRT (KP) = 1|MDSPRT (KP) = 5) \&
(PILE_SIZE (KF)<=SCNDSTR(KP)))!
(HDSPRT (KP) = 4IMDSPBT (KP) = 7)) TREN DO;
CFILE(KP,KF)=11'B;
GOTO FICPLOOP;
END;
IF MEDIUM(KF)=2 \&
(((MDSPKT (KP)=2) )(MDSPRT (KP)=4)
|(MDSPRT(KP)=6) |(MDSPRT (KP)=7)) \&
(FILE_SIZE(KF) <=SCNDSTR (KP))) THEN DO;
CFILE (KP,KF)='1'B;
GOTO FKPLOOP;
END;
IF MEDIUM(KF)=3 \&
(((MDSPRT (KP)=3)\&(FILE_SIZE(KP)<=SCNDSTR (KP)))|
(MDSPRT(KP) = 5|MDSPRT (KE)=6|MDSPRT (KP)=7)) THEN
|

```
```

                            CFILE (KP,KF)='1'B;
    ```
```

FKPLOOP: END KPLOOP;
FKPLOOP: END KFLOOP;
/* CRBATION OF Z MAP */
ILOOP: DO I=1 TO NSTEP;
IFCN=REQFCN (I):
IFILE=REQFILE(I);
JLOOR:. DO J=1 TO MPROS;
Z (I,J) = '0'B;
IF TCPCN(J,IFCN) THIZN GOTO FJLOOP;
IF IFILET=0 THEN
IF TCFILE(J,IFIGEE) THEN GOTO FJLOOR:
IF LVL_SPEC(I)=2 THISN
IF EEQ_LVI(I) ᄀ=PROS_LVL\#(J) THEN GOTO FJLOOP;
IF ASGND_SITE(I) =0 THEN GOTO IJCMP;
ELSE II=ASGND_SITE(I):
IF ASGND_PROS (II) =0 THEN GOTO IJCMP;
IP ASGND PFOS(II) प=\ THEN GOTO FJLOOP;
/* JOBSTEP I IS COMPATIBLE WITH PROCESSOR J */
IJCMP: 2:(I,J)='1'韶
FJLOOP: END JLOOP;
END ILOCP;
/* CREATION OF TABLE - PCOST OllDERED */
ILOOP2: DO I=1 TO NLEVEL;
K=2;
JLOOP2: DO J=1 TO MPEOS;
IF PROS_LVL\# (J) 工=I THEN GOTO FJLOOP2;
IF K=2 TREN DO;
TABLE (I,3)=J;
GOTO INCK;
END;
TABLE(I,K+1)=J;
IKLOOP: DO IK=K TO 3 BY -1;
JK=TABLE (I,IK+1);
JJ=TABLE (I,IK);

```
```

            IF PCOST (JJ) >PCOST (JK) THEN DO;
            TABLE (I,IK+1):=JJ:
            TABLE(I,IK)=JK;
                        END;
                            ELSE GOTO INCK;
    FIKLOOP: END IKLOOP;
INCR:
K=K+1;
FJLOOP2: END JLOOP2:
TABLE (I, 1)=1;
TABLE (I, 2) =K-2;
END ILCOP2;
/* PIND LOWEST COMPATIBLE LEVEL OF EACH JSTEP */
ILOOP3: DO II=1 TO NSTEP;
MINL=9;
JLOOR3: DO J=1 TO MPROS;
IF =2(I,J) THEN GOTO FJLOOP3;
ELSE DO;
IL=PROS_LVL\#(J):
IF IL<MINL THEN MINL=IL;
END;
FJLOODP3: END JLOOP3;
IP MINL=9 THEN DO;
JSTP*=0;
GOTO FAIL;
END;
LCL(I)=MINL;
FILOOP3: END IIOOP3;
/* CHOOSE PBOCESSOR FOR EACH LEVEL NOT PREVIOUSLY SPECIFIED */
LLOOP: DO L=1 TO NLEVEL;
IF PLIST (L) }->=0\mathrm{ THEN GOTO FLLOOP:
II=TABLE (L, 1) +2;
PROS=TABLE(L,II);
ILOOPH: DO I=1 TO NSTEP;
TK YP:
IF LCL (I) = L. THEN
IF Z(I,PROS) THEN GOTO FILOOP4:

```
```

ELSE DO:
TABLE (L, 1)=TABLE (L, 1) +1;
If TABLE (L,1) >TABLE (L,2) THEN DO;
JSTP\#=[:
GOTO FAIL:
END;
ELSE DO;
II=TABLE (L, 1) +2;
PROS=TABLE(L,II):
GOTO ILOOP4;
END;

```
FILOOP4: EEND ILOOP4:
FLLOOP: END LLOOP;
/* REGORD CHOSEN PROCESSORS IN PLIST *//
JLCOP4: DO J=1 TO NLEVEL;
    IF PLIST (J) \(=0\) THEN GOTO FJLOOP4;
    II:=TABLE ( \(\mathrm{J}, 1\) ) +2 ;
    PLIST (J) =TABLE (J.II) ;
FJLOOP4: END JLOOP4;
    IF RCENT THEN GOTO CENT;
/* DECENTRALIZED JOBSTEP ASSIGNMENT */
DECENT: DO \(\mathrm{I}=1\) TO NSTEP;
JLOOP5: DO J=1 TO NLEVEL;
        IF LCL (I)=J THEN LVL_ASGND (I, J)='1'B;
                    ELSE LVL_ASGND (I, J) \(==^{\prime} 0^{\circ} \mathrm{B}\);
            ENL JLOOP5;
    END DECENT:
    GOTO FINISH:
/* CENTRALIZED JOBSTER ASSIGNMENT */
CENT: DO I=1 TO NSTEP;
    I ASM= \(0^{\circ} \mathrm{B}\);
    IJOB=ONNING_JOB(I) ;

JLOOP6: DO \(\mathrm{J}=1\) TO NLEVEL;
    IF J=LCL(I) THEN LVL_ASGND (I, J) = ' \(1^{\prime \prime} \mathrm{B}\);
```

                    ELSE LVL_ISGND(I,J)='0'B;
                    END JLOOPó;
                    END;
        ELSE DO:
    JJLOOP: DO JJ=1 TO NLEVEL;
J=NIEVEL-NJ+1;
II=PLIST (J):
IF IASM THEN LVL_AS(IND(I,N)='0'B;
ELSE DO;
LVL_ASGND(I,J)=Z(I,II);
IASM}:=LVL_ASGND(I,J)
END:
END JJLOOP;
END CENT:
GOTO FINISH:
FAHL: PUT SKIP EDIT('TRANSAC!SION ALLOCATION FAILED,JSTP\# ',JSTP\#)
(COL(1).a(36),F(3));
gINISH:If TRAC TEEN DO;
/* pRINT Z arRay */
PUT SKIP EDIT ('Z MAP','PROCESSOR', (J DO J=1 TO MPROS),
'MINLV',(IJOBSTEP',I,(Z(I,J) DO J=1 TO MPROS).LCL(I)
DO I=1 TO NSTEP|) (COL (4),A(5),COL (7),A(9).
(MPROS) (X (2),F(2)|,X(2),A(5),SKIP, (NSTEP) (COL (5),A (7),
X(1),F(3),(MPROS)(X(3),B(1)),X(4),F(1))):
/* pBINT TABLE */
PUIP SKIP(4) EDIT('TABLGE', 'PTF', 榇YPES','PROCESSOR LIST',
('LEVEL,',I, (TABLE(I,J) DO J=1 TO (MPROS+2))
DO I=1 TO NLEVEL)) (COL (4),A(5),SKIP,COL(18),
A(3),X(1),A(5),X(2),A (14),SKIP, (NLEVEL)
(COL (9),A(5),X(1),F(1),(MPROS+2)(X(3),F(2))));
PUTC SKIP (3) EDIT(('LLEVEL',J,': PEOCESSOR IS ',PLIST (J)
DO J=1 TO NLEVELL))((NLEVEL) (COL(1),A,F(1),A,F(2)));
END;
POT SRIP (3) LIST('END OF JOBSTEP TO PFOCESSOR ASSIGNMENT'):
END JSTOP;

```

\section*{115}
XI. APPENDIX C:

LISTING FOR THE SUBFOUTINE ETOS

PTOS: EROC:
DCL 1 NETHORK EXTERNAL,
2 SITE(25)
3 SIITUS DEC FIXED (1),
3 XDIST \(\operatorname{DEC} \operatorname{FIXED}(5,1)\) 。
3 YOIST DEC FIXED \((5,1)\).
3 ASGND_PFOS DEC FIXED (2). 3 PROS_LOAD DEC FLOAT(5). 3 PFOS_UF DEC FLOAT(5).
2 LINE (99).
3 IHSITE DEC FIXED(2),
3 FICNSITE DEC FIXED(2).
3 L.TYPE DEC FIXED(2). 3 L_LOAD DEC PLOAT (5). 3 L UF DEC FLOAT (5) ;
dCL 1 hRCTARE EXTERNAL,
2 PTYPE(10).
3 PROS_LVL\# DEC FIXED(1). 3 I RAIE DEC FLOAT(5).
3 PRIMSTB DEC FLOAT(5).
3 SCNDSTE DEC FLOAT (5).
3 MDSPFT DEC FIXED(2).
3 CHAN_RATE DEC FLOAT(5). 3 PCOST DEC FIXED \((8,2)\).
2 LTYPE(10).
3 XHSN_RATE DEC FLOAT(5).
3 LFCOST DEC FIXED \((5,1)\).
3 LVCST1 DEC FIXED \((4,2)\),
3 LVCST2 DEC FIXED \((4,2)\),
3 LVCST3 DEC FIXED \((4,2)\)
3 LVCSI4 DEC FIXED \((4,2)\).
3 LTCST5 DEC FIXED \((4,2)\) :
DCL 1 SFTHARE EXTERNAL,
2 FCNTYPE (99).
3 I.. STEPS DEC PLOAT(5).
```

        3 FCNTSIZE DEC FLOAT(5).
        3 FICNFSIZE DEC PLOAT (5).
    2 FILETYPE(99).
        3 HEDIOH DEC FIXED(2),
        3 FILE_SIZE DEC FLOAT(5);
    DCL 1 JOB(50) EXTERNAL,
2 HO_JOBSTEPS DEC FIXED(2)
2 ARVL_RATE DEC FLOAT(5).
2 RSPNS_TIME DEC PLOAT(5).
2 FRSTEP: DEC FIXED(3).
2 LASTEP* DEC FIXED(3):
DCL 1 JOBSTEP(250) EXTERNAL,
2 REQFCN DEC FIXED (3).
2 REQFILE DEC FIXED(3).
2 HSG_LENGTH DEC FLOAT (5).
2 LVL__SPEC DEC FIXED(1).
2 REQ_IVI DEC FIXED(1).
2 OMNING_JOB DEC FIXED(2).
2 STEP\# IEC FIXED (2),
2 ASGND_SITE DEC FIXED ('2).
2 PEOS_TIME DEC FLOAT(5).
2 LINE_DIY DEC FLOAT(5),
2 LVI__ASGND(4) BIT(1):
DCI. }1\mathrm{ PROCOMP(10) EXTERNAL,
2 CFILE(99) BIT(1).
2 CFCN(99) BIT(1);
DCL I UPBOUND EXTERNAL,
2 NSITE CEC FIXRD(2),
2 NLINE CEC FIXED(2).
2 NSTEP DEC FIXED(3).
2 NFCN DEC FIXED (2).
2 NFILE CEC FIXED(2).
2 NJOB DEC FIXED(2)
2 MLINE DEC FIXED(2).
2 MPROS LEC FIXED(2).

```

\section*{2 NLETEL DEC FIKED (1):}

\section*{DCL 1 CTLPARM EXTEBNAL,}

2 ISEL BIT(1).
2 XN DEC FIXED (4)。
2 THRSD EEC FIXED(4).
2 KCENT EIT(1).
2 TRAC BIT (1).
2 PLIST(4) DEC FIXED(2);
/* ROUTINE TO FORA SITE TREE AND ASSIGN PROCESSORS */ DCL JBSITE (5C) DEC PIXED(2) INIT((50) 0);
DCE A \((250,4)\) DEC FIXED(2) INIT ((1000) 0):
DCL 1 CLUSTEF(100).
2 AvaILC BIT(1) INIT ( (100)(1) \(\left.0^{\circ} 0^{\prime} B\right)\).
2 B(3) DEC FIXED (2) INIT((300) 0);
ICL 1 MEEGE(100).
2 NCCC1 DEC FIXED (2),
2 NCCC2 DEC FIXED (2).
2 DIST DEC FIXED (5, 1);
DCL 1 TEMP1.
2 TI DEC FIXED (2),
2 TZ DEC PIXED (2)
2 T3 DEC PIXED (5, 1);
DCL 1 TEMR2,
2 TI DEC PIXED (2),
2 T2 DEC FIXED (2).
2 T3 DEC PIXED \((5,1)\);
DCL C(100,2) BIT(1) INIT( 200 )(1) \(\left.0^{\circ} \mathrm{B}\right)\);
DCL D(5) DEC FIXED(2) INIT((5) 0);
DCL (XNC, INC, SNC, XJ, YJ, SJ, DS, DIT) DEC FIXED (5, 1):
DCL COST DEC FIXED \((6,1)\);
DCL (MIPS, RAB, PRAM, TRAM, DASD, TRAF) DEC FLOAT(5);
/* PBINT LEVEL ASSIGNMENT MAP FOR JOBSTEPS */
If TRAC THEN
PUT SKIP (3) EDIT('JOBSTEP-ASSIGNED LEVEL MAP',
'LEVEL'.(J DO J=1 TO NLEVEL).
```

('JOBSTEP', I|(LVL_ASGND(I,J)
DO J=1 TO NLEEEL) DO I=1 TO NSTEP))

```
(COL (4), A (26), COL (12), A(5), (NLEVEL)
(X (3), F(1)), SKIP, (NSTEP) (COL (6), A (7).
    \(X(1), F(3),(\) NLEVEL) (X (3), B (1)) )) ;
/* CluSter each level beginning at the highest */
LVLLE: DO \(\mathrm{L} \nabla \mathrm{ZM}=1 \mathrm{TO}\) NLEVEL:
    LVLS =NLEYEL-LVM+1;
    IP=PLIST (LVL) :
    \(\mathrm{NC}=0\);
    If TRAC THEN
        PUT SKIP(2) EDIT('CLUSTERING LEVEL 'LVL)
                            (COL (1), A (17), F (2)):
/* Stagel of clustefing - one cluster for each originating site */
STAGE1: DO \(I=1\) TO NSTEP:
        IF \(\rightarrow\) LVL_ASGND(I,LVL) THEN GOTO FSTAGE1;
        ID=OMNI NG_JOB (I):
        IO=I-STEP\# (I) +1;
        IF NC=0 THEN DO:
/* Neid ORIGINATING SITE - STABT NED CLUSTER */
NCSTE: \(\quad \mathrm{NC}=\mathrm{NC}+1\);
    AVAILC (NC) = \({ }^{1} 1^{1} \mathrm{~B}\);
    \(B(N C, 1)=A S G N D \_S I T E(I O)\);
    B (NC, 2) =ASGND SITE(I):
    B (NC, 3) = JBSITE (ID) ;
    \(A(I, I V L)=N C ;\)
    GOTO FSTAGE1:
    BND;
JLOOP1: \(\quad\) DO \(\mathrm{J}=1\) TO NC:
                            IF ASGND_SITE (IO) \(=\mathrm{B}(\mathrm{J}, 1)\) THBN DO;
/* pheviousty encountered originating site */
    ISS=ASGND_SITE (I) ;
    \(B(J, 2)=\operatorname{HAX}(B(J, 2), I S S) ;\)
    \(B(J, 3)=\operatorname{MAX}(B(J, 3), J B S I T E(I D)) ;\)
```

    A (I,L,VI.)=J;
    GOTO FSTAGE1;
    END;
    END JLOOP|:
    END:
        GOTO NCSTR;
    FSTAGE1: END STAGE1;
/* Sipage2 of ciostering - COmbine CluSters pita the Same
PREASSIGNED SITE */
STAGB2: IG NC=0 tHEN GOTO FLVLLP;
/* EMTERING STAGE2 B AND A MAPS */
IF TRAC THEN DO;
POT SKIP(3) EDIT('E|TER STAGE2 - B MAP','LEVEL',LVL,
'CLOSTER','INITIAL",'PREASGND','RIGHER-LVL','AVAILABLE',
'SITE','SITE','SITE', ('CLOSTER',I,AVAILC(I),
(B (I,J) DO J=1 TO 3) DO I=1 TO NC))
(COL (4), A(20),COL (30),A(5),F(2)
COL(20), 2(A (7),X(3)),A(8),X(1),A(10),
COL(19),A(9),X(4),A(4),X(6),A(4),X(6),A(4),
(NC) (COL (5),A(7),X(1),F(2),X(8),B(1),X(1).
3(X(13),F(2)))):
POT SKIP(3) EDIT'(EIITER STAGE2 - A MAP', ('LEVEL'.I
DO I='I TO 4),'CLUSTER','CLUSTER','CLUSTER',
'CLUSTCER',('JOBSTEP',I,(A(I,J) DO J=1 TO 4)
DO I=1 TO NSTEP)) (COL (4),A (20), COL (18).
4(A (5),F(2),X(2)),COL (18),4(A(7), X(2)).
(NSTEP) (COL (4), A (7),X(1),F(3),X(5).
4(F(3),X(6)))):
END;
MC=NC;
MC1=NC+1;
JLOOP2:
DO J=1 TO NC:
IF B(J,2)=0 THEN GOTO NCSTR2;
IF MC<=NC 'THEN GOTO NCSTR2;
JJLOOP:
DO JJ=MC1 TO MC:

```
```

    IF B (JJ, 2):=B (J,2) THEN DO;
    /* preyIOUSLI ENCOUNTERED PEEASSIGNED SITE */
B(JJ,2)=14AX(B(JJ,2),B(J,2));
B (JJ,3) = 14AX(B(JJ,3),B(J,3)):
GOTO JTOJJ;
END;
END JJLOOP;
/* NEIR PREASSIGNED SITE - STAR'T NEG CLUSTER */
NCSTR2:
MC= MC+1;
AVAILC (J)=10'B;
AVAILC (HC)=11'B;
B(HC, 1)=0;
B(HC,2) = B (J,2);
B (NC,3) =B (J,3);
JJ= NC;
/* MEEGE CLOSTER J INTO CLUSTE:G JJ */
JTOJJ:
DO I=1 TO NSTEP;
IF LVL_ASGND(I,LVL) THEN
IF A(I,LVL)=J TAEN A (I,LVL)=JJ;
END JTOJJ:
END JLOOP2;
IF TRAC THEN DO;
PMT SKIP(3) EDIT('LEAVE STAGE2 - B MAP','LEVEL',LVL,
'CLUSTER', 'INITIAL','PREASGMD', 'HIGHER-LVL','AVAILABLE'.
'SITE', 'SITE', 'SITE', ('CLUSTER',I,AVAILC(I),
(B(I,J) DO J=1 TO 3) DO I=1 TO MC))
(COL (4),A(20),COL (30),A (5),F(2),
COL(20), 2(A (7), X (3)),A(8), X(1),A(10),
COL(19),A(9),X(4),A(4),X(6),A(4),X(6),A(4).
(HC) (COL (5),A(7),X(1),F(2),X(8),B(1),X(1).
3(X(8),F(2)))):
PUT SKIP(3) EDIT('LEAVE STAGE2 - A MAP', ('LEVEL',I
DO I=1 TO 4).'CLOSTER','CLUSTER','CLUSTER',
'CLDSTER',('JOESTEP',I,(A (I,J) DO J=1 TO 4)
DO I=1 TO NSTEP)) (COL (4),A(20),COL(18),

```
```

                                    4(A (5), F(2),X(2)),COL(18), 4(A(7),X(2)),
                                    (NSTEP) (COL (4),A(7),X(1),F(3),X(5).
                                    4(F(3),X(6)))):
            END;
    /* STAGE3 lCLUSTERING */
IP MC=NC+1 THEN GOTO SITEUD;
/* CREATE MERGE STRUCTURE FOR all paS \& HLS COMPATIBLE CLUSTEFS */
CLRMKG: DO I=1 TO 50;
1EFGE(I)=0;
END;
XJ:=0; YJ=0; SJ=0;
XIC:=0; YIC=0; SIC=0;
L=0; IC=0;
NEXTIC: IC=:IC+1;
IP \negAVAILC(IC) THEN GOTO NEXTIC;
JLOOP4: DO J=(IC+1) TO MC;
IF नAVAILC(J) THEN GOTO FJLOOP4;
IP B (J,2)>0 \& B (IC, 2)>0 THEN
IF B (J,2) 工=B (IC,2) THEN GOTO FJLOOP4;
IP E (N,3)>0 \& B (IC,3) >0 THEN
ILOOP5: DO I=1 TO NSTEP;
DO I=I TO NSTEP;
IO=I-STEP\# (I) +1;
ICITE=ASGND_SITE(IO):
IF A(I,LVL) }=\mathrm{ =J THEN
IF A(I,LVL) O=IC THEN GOTO FILOOP5;
ELSE DO;
XIC=XIC+XDIST (ICITE);
YIC=YIC+YDIST (ICITE):
SIC=SIC+1;
GOTO PILOOP5;
END;
ELSE DO;
XJ=XJ+XDIST (ICITE);

```
```

                YJ=YJ+YDIST (ICITE):
                    SJ=SJ+1;
                    END;
    FILOOP5: END ILOOP5;
L=L+1;
XJ=XJ/SJ;
YJ=YJ/SJ;
XIC=XIC/SIC:
YIC=YIC/SIC;
DIST (L) =SQRT ( (XJ-XIC)**2+(YJ-YIC)**2);
NCC 1 (L)=IC;
NCC2(L) =J;
FJLOOR4: END JIOOP4;
IF'IC<=HC-1 THEN GOTO NEXTIC;
/* SORT GBfige Structure IN ORIER OF INCREASING DISTANCE */
IF' L=O THEN GOTO SITHOD;
IF tRAC THEN
PUT SKIP(2) EDIT ('MERGEK POSSIBILITIES', 'CLUSTERS',
'DISTANCE', ('COMBINATION', I,NCC1 (I),'E',NCC2 (I).
DIST (I) DO I=: 1 TO L) J (COL(2).A (20), COL (18),A (8),
X(3),A(8),(L) (COL(2),A(11),X(1),F(2),X(3),F(2).
X(1),A(1),X(1),F(2),X(4),F(7,1))):
ISRT=0;
SOMTCH: ISET=ISET+1;
IF ISET>=L THEN GOTO STAGE3;
ILOOP6: DO I=1 TO (L-ISRT):
TEMP1=MERGE (I):
TEMP 2=MERGE (I+1):
IF TEMP1.T3>=TEMP2.T3 THEN DO;
MERGE (I)=TEMP2;
MERGE (I+1) =TEMP|;
END;
EHD IIOOP6;
GOTO SORTCH;
STAGE3: IT TRAC THEN

```
```

            POT SKIP(2) EDIT |HERGEE POSSIBILITIES'.'CLOSTERS'.
                'DISTANCE', ("COMBINATION', I,NCC1(I) ''E',NCC2 (I).
                    DIST(I) DO I=: 1 TO L)) (COL(2),A(20),COL(18),A(8).
                X(3),A(8), (L) (COL (2),A(11), X(1),F(2),X(3),F(2),
                X(1),A(1),X(1),F(2),X(4),F(7,1))):
    KLCOR: DO K=1 TO L;
/* PIND EESOURCE REQUIREMENTS FOR THIS CLUSTER PAIR */
CLRC1: DO I=1 TO NPILE:
C (I,1) = '0'B;
END CLRC1;
CLBC.2: DO I=1 TO NFCN:
C(I,2)= 年昌;
END CLRC2;
MIPS=0; TRAF=0; RAM=0; FRAM=0; TRAM=0; CHAN=0; DASD=0;
ILOOP1: DO I=1 TO NSTEP;
IF ~LDL_ASGND(I,LVI.) THEN GOTO FILOOP1;
IP A(I,LVL)}->=\operatorname{NCC1(K) \&A(I,LVL) =NCC2(K) THEN GOTO FILOOP1;
IO=I-STEP* (I)+1;
ICITE=ASGND_SITE(IO);
ID=ORNING_JOB(I);
IFCN=REQFCN (I);
IFIIE=REQFILE (I) :
FNDM:LP: GIPS=NIPS+10**-6*AFVL_RATE(ID)*I_STEPS (IFCN);
IF I_RATE(IP)=0 THEN TRAK=0;
ELSE
TRAM=TRAM*ARVL_RATE (ID)*FCNTSIZE(IFCN)*
(10***-6*I_STEPS(IFCN)/I_RATE (IP));
IF I<=1 THEN GOTO CONT1;
IDD=OWNING_JOB (I-1);
IF ID`=IDD THEN GONO CONT1;     IF LVL_ASGND(I-1,L|L) THEN GOTO CONT1;     TRAF=TRAFHARVL_RATH (ID) *&SG_LENGTH (I-1) ;     IF I=NSTEP THEN GOI:O CONT2;     IDD=ONNING_JOB(I+1):     IF ID`=IDD THEN GOI'O CONT2;

```

CONT 2:
```

IF LVL_ASGND(I+1,LVL) THEN GOTO CONT2;
TRAF=TRAF+ARVL_RATE (ID) *MSG_LENGTH (I+1);
IF IFILEo=0 THEN
IF (TC (IFILE,1))\& (MEDIOK (IFILE)=2) THEN DO;
DASD=DASD+FILE_SIZE(IFILE);
C(IFILE, 1)='1'B;
END;
IF CC (IFCN, 2) THEN DO;
FRAM:= FRAM+ FCNFSIZB (IFCN);
C(IFICN,2)=11'B;
END;

```
FILOOP1: ERN ILOOP1:
    RAG=FRAHPTRAM;
/* Processolr load check - Can merged clusters be supported? */
    IF TRAC THEN
    RUT SRIP (2) EDIT('COMBINING CLOSTERS',NCC1 (K), 'AND', NCC2 (K).

                GAM, ' \(\mathrm{FDASD}=1\), DASD, \({ }^{\prime}\) TRAF \(=1\), TRAF)
                    (COL (1), A(18),F(4),X(1),A(3),F(4),X(3),
                            \(A(5), F(2), C O L(2), A(6), F(3), X(2), A(6)\),
                    \(E(11,4), X(2), A(7), E(11,4), \operatorname{COL}(13), A(7)\),
                    \(E(11,4), X(2), A(6), E(11,4))\);
        If HIPS>I_RATE(IP) 1
            EAH>PRIMSTR(IP)
            DASD>SCNDSTR (IP) ।
            traflchan_Rate (IP) THEN DO:
                If thac then
                POT SKIP(2) LIST('COMBINATION CAOSES OUBRLOAD'):
            GOTO FKLOOP:
            END;
/* yOAD OR ... MERGE CLUSTER IC INTO CLUSTEF J*/
        IC=NCC1 (K) ;
        \(\mathrm{J}=\mathrm{NCC} 2(\mathrm{~K})\);
        AyAILC (IC) \(=10^{\circ} \mathrm{B}\) :
    \(B(J, 2)=\operatorname{MAX}(B(I C, 2), B(J, 2)) ;\)
```

    B (J,3)=MAX (B (IC, 3),B(J,3));
    /* ASSIGN JOBSTEPS IN CLUSTER IC TO CLUSTER J */
ILOOP2: DO I=1 TO NSTEP;
IF ~LVL_ASGND(I,LVL) THEN GOTO FILOOP2;
IF A(I,IVL) ==IC THEN GOTO FILOOP2;
A (I,LVL)=J;
FILODP 2: END ILOOP2;
gOIO ClRMRG;
FKLOOP: END KLOOP;
SITEUD: DO II=1 TO MC;
IF ->AVAILC(II) THEN GOTO FSITEUD;
IF E(II,2)=0 THEN DO;
/* Start a lueh Site for each CluSter heich does not have
A PGEASSIIGNED SITE */
NSITE=NSITE+1;
XDIST (NSITE)=0;
YDIST (NSITE)=0;
PROS_LOAD (NSITE) =0;
PROS_UF(NSITE)=0;
ASGND_PROS(NSITE)=PLIST(LVL);
JJ=NSITE;
END;
ELSE DO;
JJ=B(II, 2) ;
IF ASGND_PFOS(JJ)<=0 THEN
ASGND_PROS (JJ)=PLIST (LVL);
END:
IF B(II, 3)<=0 THEN GOTO ILOOP4;
/* IP ClUSTGR HAS A HIGHER LEVGL SITE,CREATE A LINK TO IT */
NLITNE=NLINE+ 1;
INSITE(NLINE)=JJ;
PINSITE (NLINE)=B(II,3);
ILOOP4: DO I=1 TO NSTEP;
IF LVL_ASGND(I,LVL) THEN
IF A(I,LVL) =II TGEN DO;

```
```

/* ASSIGN EHCE JOBSTEP IN THIS CLUSTEE TO SITE JJ */
ASGND_S:[TE(I) =JJ;
/* HIGHEF LEVEL SITE FOR THIS JOB IS SET TO JJ */
ID=OWNING_JOB(I):
JBSITE([D)=JJ;
END;
ZND ILOOP4;
FSITEID: END SITEOD;
IF TRAC THEN DO;
PUT SKIP(3) EDIT('LEAVE STAGE3 - B HAP','LEVEL'.LLVL,
"ClUSTER','INITIAL','PGEASGND','HIGHER-LVL','AVAILABLE',
'SITE','SITE','SITE',('CLOSTER'.I,AVAILC (I).
(B (I,J) DO J=1 TO 3) DO I=1 TO HC))
(COL (4), A (20),COL (30),A(5),F (2).
COL (20), 2(A (7), X(3)),A(8),X(1),A(10).
COL(19),A(9),X(4),A(4),X(6),A(4),X(6),A(4),
(MC) (COL (5),A(7),X(1),F(2),X(8),B(1),X(1).
3(X(8,),F(2))));
PGT SKIP(3) EDIT('LEAVE STAGES - A MAP', ('LEVEL',I
DO I=1 TO 4),'CLUSTER','CLOSTER','CLUSTER',
'CLUSTER',('JOBSTEP',I,(A(I,J) DO J=1 TO 4)
DO I=1 TO NSTEP)) (COL (4),A (20),COL (18).
4(A (5),F(2),X(2)),COL (18),4(A (7),X(2)).
(NSTEP) (COL (4),A(7),X(1),F(3),X(5).
4(F(3), X(6))));
END;
FLVLLP: END LVLLP;
/* fETERMINE LOADING ON ALL LINKS */
ILOOP7: DO I=1 TO NLIHE;
L_LOAD(I)=0;
BNDI ILOOP7:
JLOOP3: DO J=1 TO NSTEP;
IF ASGND_SITE(J)=0 THEN GOTO FJLOOP3;
I=ASGND_SITE(J);
II=OWNING_JOB(J);

```
```

    IP ORNING_JOB(J+1) =OWNING_JOB(J) THEN GOTO PJLOOP3;
    IF ASGND_\overline{SITE(J+1) =0 THEN GOT:O PJLOOP 3;}
    IOUT=ASGND_SITE (J+1);
    IF I=IOUT THEN GOTO FJLOOR 3;
    CALL PATH(I,K);
    IP K<=O THEN GOTO FJLOOP3;
    IKLOOP:
DO IK=1 TO K:
LI=D(IK):
L_LOAD (LiL) =L_LOAD (LL) +
END IKLOOP;
FJLOOP3: END JLOOP3;
/* ASSIGN A LINE TYPE TO EACH LINK */
ILLOOP: DO IL=1 TO NLINE;
ILLD=L_LOAD(IL):
LTPLP: DO LTD=1 TO MLINE;
IF LLD>=0.50*XMSN_RATE(LTP) THEN GOTO FLTPLP;
ELSE DO;
L_TYPE(IL)=LTP;
GÖTO PILLOOP;
END;
FLTPLP: END LTPLP;
FILLOOP: END ILLOOP;
/* SUBROUTIHE EATH FINDS LINKS OSED IN EACH MESSAGE PATH */
PATH: PROC (IN,K):
DCL E(100,5) DEC FIXED (2) INIT ((500) 0);
DCL EE(100,5) DEC FIXED(2) INIT((500) 0);
/* Path analiySIS */
IP TRAC THEN
POM SKIP(2) EDIT('PIND A PATH FROM '.IN,' TO ',IOUT)
(COL (1),A(17),F(2),A(4),F(2)):
If NLINE=0 THEN GOTO OUT;
K\=1;
K2=1;
E(R1,K2)=IN;

```
```

AGAIN: K\1=0;
K22=к2+1;
ILOOP8: DO I=1 TO K1;
J1=E(I,K2);
KLOOP1: DO K=1 TO NLINE;
IF INSITE (K)=J1 THEN J2=FINSITE(K):
ELiSE
IF FINSITE (K)=J1 THEN J2=INSITE(K);
ELSE GOTO FRLOOP1;
IF K11=0 THEN GOTO NODUP;
DO K111=1 T0 K11;
IF J2=EE (K111,K2.2) THEN GOTO FKLOOP1;
END;
NODUP: R11=K11+1
DO L=1 TO K2;
EE (K11,L)=E(I,L);
EMD;
EE(K11,K2) = K;
EE (K11,R22)=J2;
IP TPPAC THEN
PUT SKIP EDIT('PATH* ',K11,'LINES* ', (EE(K11,M) DO M=1
TO K22-1).'TO NODE ',EE(K11,K22))
(COL (1),A(6),F(3),X(4),A(6),(K22-1) (X (2),F(2)).
X(2), A(8),.P(3)):
FKLOOP1.
END KLOOP1:
FILOOP8: END ILOOP8;
IF' K11=0 THEN GOTO OUT;
DO I=1 TO K11:
DO M=1 TO K22;
E (I,M)=RE (I,M):
END;
IF E(I,K22)=IOOT THEN DO;
ND=I;
GOTO SUCES;
END;

```
```

    END:
    GOTO UPDATE:
    SUCES:
K=R22-1;
DO M=1 TO K:
D(H)=E (ND,M);
EHD:
IF TRAC THEN
PUT SKIP EDIT('SUCCESS,IINES:: '(D(M) DO M=1 TO K),
'TO NODE ©, E(ND,K22))
(COL (1), A(14), (K) (X(2),F(2)).
X(2),A(8),F(3)):
REIUEN:
UPDATE: KI=R11;
K2=K22;
IF R2<5 THEN GOTO AGAIN;
K=0;
IP TRAC THEN
PUT SKIP LIST('PATH FAILURE'):
RETUEN:
END PATH:
POT SRIP (3) LIST('END OF PROCESSOR ASSIGNMENT'):
END PTCS;

```
XII. APPENDIX D:

LISTING FOF THE SUBFOUTINE OSASS
```

OSASS: PROC;
DCL }1\mathrm{ NETMCRK EXTERNAL.
2 SITE(25).
3 STATUS DEC FIXED(1),
3 XDIST DEC FIXED (5,1)"
3 YDIST DEC FIXED (5,1)"
3 ASGND PROS DEC FIXED (2).
3 PHOS_LOAD DEC FLOAT(5).
3 PFOS OF DEC FLOAT(5),
2 IINE (9}9\mathrm{ ).
3 INSITE DEC FIXED(2).
3 FINSITE DEC FIXED(2),
3 L_TYPE DEC FIXED(2),
L_LOAD DEC FLOAT (5).
3 L_UF DEC FLOAT (5):
DCL }1\mathrm{ HRDAABE EXTERNAL,
2 PTYPE(10).
3 PROS_LVL* DEC FIXED(1).
3 I BaTिE DEC FLOAT (5).
3 PMIMSTR DEC FLOAT(5)"
3 SCNDSTR DEC FLOAT(5),
3 MDSPFT DEC FIXED(2).
3 CHAN_RATE DEC FLOAT(5).
3 PCOST DEC FIXED ( 8, 2),
2 LTYPE(10).
3 RIMSN RATE DEC FLOAT(5),
3 LIPCOST DEC FIXED (5,1)
3 L|CST1 DEC FIXED (4,2)
3 LVCSI2 DEC FIXED (4,2).
3 LVCST3 DEC FIXED (4,2).
3 LVCST4 DEC FIXED (4,2).
3 LVCST5 DEC FIXED (4,2);
DCL }1\mathrm{ SFT\#ARE EXTERNAL,
2 FCNTIYPE (99).
3 I_..STEPS DEC FLOAT(5),

```
```

        3 FCNTSIZE DEC FLOAT(5).
        3 FCNFSIZE DEC FLOAT(5).
    2 FILETYPE (99),
        3 HEDIUM DEC FIXED(2).
        3 FILE SIZE DEC FLOAT(5);
    DCL 1 JOB(50) EXTERNAL,
2 NO NOBSTEPS DEC PIXED(2).
2 ARVL_RATE DEC FLOAT(5),
2 RSPNS_TIME DEC FLOAT (5).
2 FRSTEP苂 DEC FIXED(3).
2 LASTEP* DEC FEXED(3);
DCL 1 JOBSTEP(250) EXTERNAL,
2 REQFCN DEC PIXED (3).
2 REQPILE DEC FIXED(3),
2 mSG LENGTH DEC FLOAT(5).
2 LVI-SPEC DEC FIXED(1),
2 REQ IVL DEC FIXED(1),
2 OWNT:NG_JOB DEC FIXED(2).
2 STEP IEC FIXED (2),
2 ASGND_SITE DEC FIXED (2),
2 PROS_TIME DEC FLOAT(5),
2 LINEDLY DEC FLOAT(5),
2 LVL_ASGND(4) BIT (1);
DCL }1\mathrm{ PFOCOM̈P(10) EXTEENAL,
2 CFILE(99) BIT(1)
2 CFCN(99) BIT(1);
DCL }1\mathrm{ OPBOUND EXTERNAL,
2 NSITE DEC FIXED(2),
NLINE LEC FIXED(2).
NSTEP DEC FIXED(3).
NPCN DEC FIXED(2).
NPILE DEC FIXED(2).
2 NJOB DEC FIXED(2),
2 MLINE DEC FIXED(2).
2 MPROS LEC FIXED(2).

```
```

    2 NLEVEL DEC FIXED(1):
    DCL }1\mathrm{ CTLPARH EXTERNAL,
2 ISEL BIT (1).
2 XN DEC FIXED(4).
2 THESD LEC FIXED(4).
2 KCENT BIT(1).
2 TRAC BIT (1).
2 PLIST (4) DEC FTXED(2);
/* FOUTINE TO OPTIMALIY LOCATE floAtING SITES */
DCL IGO BIT (1);
DCL (COST,CC,CM) DEC PIXED (8, 2);
DCL (X, Y, XX,YY,XMIN,XMAX,YMIN, YMAX) DEC FIXED (5,1);
DCL CIM DEC FIXED (5);
DCL PRELIM BIT (1):
DCL FF BIT (1):
MAXL,=0;
PRELIM=11'B;
RELOC: CIM=0;
ISLOOP: DO ISS=1 TO NSITE:
IP STATUS (IS)=2 THEN GOTO FISLOOP;
IGO= '1'B; X=0; Y=0;
CALL FNDLC (COST,X,Y,FF):
/* PRINT CORRENT CONNECTION COST */
IF TRAC THRN
PUT SKIP(2) EDIT('OSASS CURREHT CONNECTION COST'.
'SITE= ',IS, 'COST= ',COST)
(COL(1),A (29), X(4),A(6),F(3).
X(4),A(6),F(10,2));
IF COST<=0 THEN GOTO FISLOOP;
X=XDIST (IS);
Y=YDIST (IS) ;
CC=CoST:
IF ISEL THEN GOTO FINSET;
/* ITERATIVE TECHNIQUE FOR FINDING OPTIMUM LOCATION */
XIIIN=9999.9:

```
```

    YMIN=9999.9;
    XMAX=0;
    Y#AX=0;
    JLOOPY: DO J=1 TO NLINE;
IF INSITE(J)=IS THEN I=FINSITE(J):
ELSE
IF FINSITE(J)=IS THEN I=INSITE(J);
BLSE GOTO FJLOOP1;
IP XMIN>XDIST (I) THEN XMIN=XDIST (I);
IF XMAX<XDIST(I) THBN XMAX=XDIST(I):
IF YMIN>YDIST(I) THIEN YMIN=YDIST(I):
IF YMAX<YDIST (I) THRN YMAX=YDIST(I);
PJLOOP1: END JLOOP1;
ILOOPI: DO I=1 TO (XN+1):
XX=(((XN-I+1)*XMIN)+((I-1)*XMAX))/XN;
JLOOP3: DO J=1 TO (XN+1);
YY=(((XN-J +1)*YMIN)+((J-1)*YMAX))/XN;
IGO= 0'B;
CALL FNDIC (CM,XX,YY,FF);
IF CMD=CC THEN GOTO FJLOOR2;
CC=CM;
X=XX;
Y=YY;
/* print Iterate nen CONNECTION COST */
IF IRAC THEN
PUT SKIP EDIT('OSASS ITERATE CONNECTION COST'.
' NEN SITE(', X,Y,')','COST= ',CC)
(COL (1),A (29),X(4),A(9), P(7, 1),X(2),
F(7,1),A(1),X(4),A(6),F(10, 2)):
FJLOOP2: END JLOOP2;
END ILOOP1;
GOTO MOVEIS;
/* PIMD OPTIMUM SITE AMONG THE GIVEN PIXED SITES */
FINSET: DO I=1 TO NSITE;
IF STATUS(I) >=2 THEN GOTO FFINSET;

```
```

        IGO='0'B;
        CALL FNDLC (CM,XDIST (I), YDIST (I),FF);
        LF CH>=CC THEN GOTO FEINSET;
        CC=CM;
        x=XDIST (I) :
        T=YDIST(I):
    /* priNT FINSET NEN CONNECTION COST */
IF TRAC THEN
ptuT SKIP EDIT('OSASS FINSET CONNECTION COST'.
'SITE= ',I,'COST= ',CC)
(COL (1),A(28),X(4),A(6),F(3).
X(4),A(6),P(10,2));
FFINSET: END FINSET;
MOVEIS: IF TFE THEN DO;
XDIST (IS) =X:
YDIST (IS) =Y;
STATOS (IS)=1;
IIF CIM<COST-CC THEN CIM=COST-CC;
EHD;
FISLOOP:END ISIOOP:
/* CHECK TO SEE IF ALE SITES HAVE BEEN PRELIMINARILY LOCATED */
IF IPREIIM THEN DO;
PRELIM='0'B:
ILCOR3: DO I=1 TO NSITE;
IF STATOS(I)=0 THEN PRELIM='1'B;
END ILOOP3:
END;
IF PRELIM THEN GOTO RELOC;
MAXL=MAXL+1;
IF MAXL<=100 THEN
IF CIMDTHRSD THEN GOTO RELOC;
ILOOP2: DO I=1 TO NLINE;
IS=INSITE(I);
IK=FINSITE (I):
DD=SQRT((XDIST (IS) -XDIST(IK))**2

```
```

                                    +(YDIST(IS)-YDIST(IK))**2):
                IF DD<=0.1 THEN L_TYPE|I)=0:
    FILOOP2: END ILOOP2:
PUT SKIP (3) LIST('END OF OPTIMUM LOCATING');
RBTUFN;
/* SUBROUTIHE TO FIND CONNECTION COST OF THIS SITE */
FNDLC: PFOC(SCOST,SX,SY,FF):
DCL (SCOST,ONIT) DEC FIXED (8,2);
DCL (SX,SY,DD) DEC FIXED (5,1):
DCL FF BIT(1):
ScosT=0;
FF="1'B;
IE NLINE<=O THEN RETURN;
KLOOP1: DO K=1 TO NLTNE;
IF INSITE (K)=IS THEN IK=FINSITE(K):
EL SE
IF FINSITE(K)=IS THEN IK=INSITE(K):
ELSE GOTO FKLOOP1;
/* JNASSIGNED SITBS ARE NOT INCLUDED */f
IF STATUS (IK) T=0 THEN FF='0'B;
If IGO THEN
DD=SQRT ((XDIST (IS) - XDIST (IK)) **2
+(YDIST(IS) -YDIST(IK))**2) ;
ELSE
DD=SQRT((XDIST (IK) -SX)**2 +(YDIST (IK) -SY)**2);
/* CHECK If LINE CAN BE HARDWIRED */
IP DD<=0.1 THEN GOTO FRLOOP1:
LINTYP=L_TYPE(K);
/* CHECK If local IINE CAN BE USED */
IP(IINTYP=1|IINTYP=2)\&(DD<=7.5) THEN DO;
UNIT=0;
GOTO DCOST;
END;
IP DD<=25 THEN UNIT=LVCST1 (IITNTYP);

```
```

            ELSE IF DD<=100 THEN UNIT=LVCST2 (LINTYP);
            EISE IF DDK=250 THEN UNIT=LPCST3(LINTYP):
            BLSE IF DD<=500 THEN UNIT=LVCST4 (LINTYP):
            ELSE ONIT=LVCST5 (LINTYP);
    DCOST: SCOST=SCOST+0.5*(LFCOST(LINTYP)+DD*UNIT):
FKLOOP1: END KLOOP1:
BETUEN:
END FNDLC:
END OSASS:

```

XIIT. APPENDIX E:
LISTING FOR THE SUBROUTINE ANLYZ

ANLYZ: PROC;
DCI 1 NETHOKK EXTERNAL.
2 SITE (25)
3 STATDS DEC FIXED (1).
3 XIIST DEC \(\operatorname{FIXED}(5,1)\), 3 YDIST DEC FIXED \((5,1)\), 3 ASGND PROS DEC FIXED (2). 3 PFOS_LOAD DEC FLOAT(5). 3 PFOS UF DEC FLOAT(5),
2 LIHE( \(9 \overline{9}\) ).
3 INSITE DEC FIXED(2). 3 FINSITE DEC FIXED(2), 3 I_TYEE DEC FIXED (2). 3 L_LOAD DEC FLOAT (5). 3 L_UF DEC FLJAT (5) ;
DCL 1 HRDAAFIE EXTESNAL,
2 PTYPE(10),
3 PFOS LVL* DEC FIXED(I). 3 I_RATE DEC FLOAT(5), 3 PRIHSTR DEC FLOAT(5) " 3 SCYDSTK DEC FLOAT (5)., 3 MDSPBT DEC FIXED(2), 3 Chan_gate dec float (5), 3 PCOST DEC FIXED \((8,2)\),
2 LTYPE(10).
3 XHSN_RATE DEC FLOAT(5).
3 LFCOST DEC FIXED \((5,1)\).
3 LVCST1 DEC PIXED \((4,2)\).
3 LVCST2 DEC FIXED \((4,2)\).
3 LVCST3 DEC FIXED \((4,2)\).
3 LサCST4 DEC FIXED \((4,2)\),
3 LVCSI5 DEC FIXED (4,2);
DCL 1 SPTAAfE EXTERNAL,
2 FCNTYPE(99).
3 I...STEPS DEC FLOAT(5) ,
```

        3 FCNTSIZE DEC PLOAT(5),
        3 FCNFSIZE DEC FLOAT {5),
    2 FILETYPE(99).
        3 HBDIUM DEC FIXED(2),
        3 FIIE_SIZE DEC FLOAT(5);
    DCE 1 JOB(50) EXTERNAL,
2 NO_JOBSTEPS DEC FIXED(2),
2 ARVE_RATE DEC FLOAT (5),
2 RSPNS TIME DEC FLOAT (5,).
2 FRSTEP悉 DEC FIXED(3).
2 LASTEP DEC FIXED(3):
DCL }1\mathrm{ JOBSTEP(250) EXTERNAL,
2 REQICN DEC FIXED(3),
2 REQIPILE DEC FIXED(3).
2 MSG_LENGTH DEC FLOAT (5).
2 LVL_SPEC DEC FIXED(1).
2 FEQ LVL DEC FIXED(1).
2 OHNING_JOB DEC FIXED(2).
2 STEP劳 DEC FIXED (2).
2 ASGND_SITE DEC FIXED (2).
2 ~ P F O S ~ T I M E ~ D E C ~ F L O A T ( 5 ) , ~
2 LINE_DLY DEC FLOAT(5).
2 LVL_ASGND (4) BIT (1):
DCE 1 PROCOMP(10) EXTERNAL,
2 CFILE(99) BIT (1).
2 CPCN(99) BIT(1);
DCL 1 OPBODND EXTERNAL,
2 NSITE EEC FIXED(2).
NIIINE DEC FIXED(2),
NSTEP DEC FIXED(3).
NFCM DEC PIXED(2).
NPILE DEC FIXED(2).
NJOB DEC FIXED(2).
MLINE EEC FIXED(2),
MPROS LEC EIXRD(2).

```
```

    2 NLETEL DEC FIXED(1);
    DCL 1 CTLPARM EXTERNAL,
2 ISEL BIT(1).
2 XN DEC FIXED(4).
2 THRSD CEC FIXED(4).
2 KEENT BIT(1).
2 TRAC BIT(1).
2 PLIST(4) DEC FIXED(2);
/* Procedofe to analyze present Network TO detekmine
EESPONSE TIMES AND COSTS */'
DCL B (5) DEC FIXED(2) INIT((5) 0);
DCL (CL,CLL,CP,CC,ONIT) DRC FIXED(10,2);
DCL DD DEC FIXED (5,1);
DCL HAB_LOAD(25) DEC FLOAT(5) INIT((25) 0);
dCL RAM-DF(25) DEC FLOAT('5) INIT((25)0):
DCL STR2_LOAD(25) DEC FLCIAT(5) INIT((25)0);
DCL STR2_OP(25) DEC FLOAT'(5) INIT((25)0):
DCL DEGRAD DEC FLOAT(5);
PUT SKIP(2) LIST('START NETMORK ANALYSIS'):
ILOCP1: DO I=1 TO NSTEP;
PROS_TIME(I)=0;
LINE_DLY(I) =0;
END IİOOP1;
ILOOP2: DO I=1 TO NSITE:
PROS_LOAD(I)=0;
PROS_OF(I)=0;
END IIOOP2;
ILOOP3: DO I=1 TO NLINE;
L_UF(I)=0;
EHD ILOOP3;
/* FiND PROCESSOR LOAD AND dYHAMIC RAM lOAd for EACH procesSOR */
JLOOP1: DO J=1 TO NSTEP;
IfF ASGND_SITE(J) =0 THEN GOTO FJLOOP1;
IT=ASGND_SITE (J):
IF ASGND_PROS(I) =0 CHEN GOTO FJLOOP1;

```
```

    IP=ASGND_PROS(I);
    II=OMNING_JOB(J):
    JJ=REQFCN(J):
    PKOS_LOAD(I)=PROS_LOAD(I) +AKVL__RATE (II)*I_STEPS (JJ) *10**-6;
    IF I_RATE (IP) =0 THEN RAM_LOAD(I) =0;
        ElSE
        GAM_LOAD(I) = RAM_LOAD(I) +ARVL_RATE (II)*FCNTSIZE(JJ) *
                (10**-6*I_STEPS(JJ)/I_RATE(IP)):
    FJLOCOP1: EN:D JLOOP1;
PUT SKIP(3):
/* InCegase ram load by resident fam for each EequIfed function */
ILCOF4: DO I=1 TO NSITE;
IP ASGND_PROS(I)=0 THEN GOTO PILOOP4;
IP= ASGND_PROS (I):
IENLOOP: DO IFN=1 TO NPCN:
IJSLOOP1: DO IJS=1 TO NSTEP;
IP REQPCN(IJS)=IPN THEN
IF ASGND_SITE (IJS)=I THEN DO;
RAM_LOAD (I) = RAM_LOAD (I; + PCNFSIZE (IFN);
GOTO FIFNLOOP:
END;
END IJSLOOP1:
FIFNLOOR: END IFNLOOP;
/* FIND FIXED SECONDARY STORAGE EEQUIREMENTS */
IFLLOOP: DO IFL=1 TO NFILE;
IJSLCOOP2: DO IJS=1 TO NSTEP';
IF REQFILE (IJS)=IFL THEN
IF HEDIUA (IFL)=2 THEN
IP ASGND_SITE{IJS)=I THEN DO;
STR2_LOAD(I)=STR2_LOAD(I) +FILE_SIZE (IFL):
GOTO FIFLLOOR:
END:
END IJSLOOP2;
FIPLIOOP: END IPLLOOP;
/* FIND RAM, STE2,\& PROS OTILIZATION FACTOfS */

```
```

    IF PRIMSTR(IP)=0 THEN RAM_UF(I)=0;
        ELSE
        RAM_OF(I)=RAM_LOAD(I)/PRIMSTE (IP):
        IF SCNDSTR(IP)=0 THEN STR2_OF(I)=0;
        ElSE
        STR2_UF(I)=STR2_LOAD(I)/SCNDSTR (IP) ;
        IF I_RATE (IP)=0 THEN PROS_UP(I)=0;
            ELSE
        PROS_UF(I)=PROS_LOAD(I),I_RATE (IP);
        IP (EROS_UF (I)<1)&(RAM_OF(I)<\1) & (STR2_UF(I)<1) THEN
        PUT SKIP(2) EDIT ('PROCESSOR '.IP,' SITE ',I,
            'MIPS= ',PROS_LOAD(I),' U!ILLIZED=',PROS_UP(I),
            |AVRAM= ',RAM_LOAD(I),' UPIIIZED=',RAM_UF(I).
            'PIXED SCNDSTR= ',STR2_LOAD(I),' UTILIIZED=',
            STR2_UF(I))(COL(1).2(A,F(2)).3(COL(3),2(A,E(11,4)))):
                ELSE
        POT SKIP(2) EDIT ('OVERLOAD_PFOCESSOR ',IP,' SITE ',I,
        'MIPS= ',PROS_LOAD(I),' UTILIZED=',PROS_OF(I).
        'AVRAM= ',RAMLLOAD(I),' UTILIZED=',RAM_OF(I)
    'FIXED SCNDST底= ',STE2_LOAD(I),' UTIEIZED='.
        STR2_UF(I))(COL{1),2(有,F(2)).3(COL(3),2(A,E (11,4)))):
    FILOCIP4: END ILOOP4;
PUT SKIP(3):
/* FIND LINNE UTILIZATION PACTORS */
ILOOF5: DO I=1 TO NLINE;
IF L_TYPE(I) =0 THEN DO:
L_OF(I)=0:
GOTO LOUT:
RNE;
LINTYP=L_TYPE(I);
L_OP(I)=L_LOAD (I)/XMSN_FATE (LINTYP);
LOCT: IF L_UF(I)<1 THEN
POT SKIP EDIT('INSITE ',INSITE(I).
* ,FINSITE ',FINSITE(I),',LINE TYPE IS ', L_TYPE(I),
|, LOAD= ',L_LOAD(I',',UTILIZE= '.

```
```

        L_UF(I))(3(A,F(2)),2(A,E(11, 4))):
            ELSE
        PUT SKIP edIT('OVERLOAD.INSITE ',INSITE(I).
        ',FINSITE ',FINSITE(I),' "LINE TYPE IS ',L_TYPE(I).
        -, LOAD= ',L_LOAD(I),'UTILIZE= ',
        L_UP(I))(3(A,F(2)),2(A,E(11,4)));
        END ILOOP5;
    /* Calculate JObStep proceSSING tIME aND LINE DELAY.
acCumulate job response time */
ID=0;
JLOOP2: DO J=1 TO NSTEP;
IF ASGND_SITE(J)=0 THEN GOTO FJLOOP2;
I=ASGND SITE(J);
IP ASGND_PROS(I) =0 THEN GOTO FJLOOP2:
IP=ASGND_PROS(I);
IF PROS_UF(I)>=1 THEN GOTO FJLOOP2;
JuJ=REQPCN(J):
II=ORNIHG_JOB(J) ;
DBGRAD=HAX (PROS_OF(I),RAM_UF(I)):
IP I_FATE(IP)=0 THEN PROS_TIME(J)=0;
ELSE
RROS_TMME(J)=10**-6*I_STEPS(JJ)/(I_RATE(IP)*(1-DEGRAD)):
IF II=ID THEN
RS FNS_TIMR(II)=RSPNS_TIME(III) +PROS_TIME(J);
ELSE DO:
RSFNS_TIME(II) = PROS_TIME (J):
ID=II;
POT SKIP(3) EDIT('JOB= ',ID) (A,F(3));
END;
IP OWNING_JOB(J+1) T=OWNING_JOB(J) THEN GOTO DONE;
If ASGND_SITE(J+1)=0 THEN GOTO FJLOOP2;
IOUT=ASGND_SITE (J+1):
IP I=IOUT THEN GOTO OUTPUT;
CALL PATH(I,K):
IP K=0 THEN GOTO FJLOOP2;

```
```

IKLOOP2: DO IK=1 TO K;
LL=B (IK) ;
IINTYP=L_TYPE(L.L):
IF LINTYP=0 THEN GOTO FIKLOOP2;
LINE_DLY(J)=LINE_DLY(J) +
MSG_LENGTH(J)/(XMSN_RATE(LINTYP)*(1-L_UF(LL))):
FIKLOOR2: END IKIOOP2;
DONE: ESPNS_TIME(II)=FSPNS._TIME(II) +LINE_DLY(J);
OUTPUT: P价 SK̄IP EDIT('STEP= ',STEP\#(J).
- .SITE= '.ASGND_SITE (J).
- PROS TIME= ',PROS_TIME (J).
', LINE DELAY= ',LINE_DLY(J).
- JOB TIME ACCUK= 1,BSPNS_TIME(II))
(2(A,P(2)),SKIP,3(A,E(11,4)));
FJIOOP2: ENDD JLOOR2;
/* PIND TOTAL lINE COST AND PEOCESSOR COST */
CL=0;
CP=0;
PUT SKIP (3):
ILCOP6: DO I=1 TO NLINE:
II=L_TYPE(I):
IF'II=0 THEN GOTO FILOOP6;
L1=INSITE(I):
LZ=FINSITE(I):
DD=SQRT((XDIST (L1)-XDIST (L2))**2+(YDIST(L1)-YDIST (L2))**2);
IF(II=1|II=2)\&(DD<=7.5)THEN DO;
UNIT=0;
GOTO DCOST;
END;
IF DDS=25 THEN UNIT=LVCST1 (II);
ELSE IF DD<=100 THEN ONIT=LVCST2(II);
EL.SE IF DD<=250 THEN UNIT=LVCST3(II):
ELSE IF DD<=500 THEN UNIT=LVCST4(II);
ELSE UNIT=LVCST5(II):
DCOST: CLL=LFCOST(II) +UNIT*DD;

```
```

    PUT SKIP EDIT('LINE ',I,' COST',CLL)
                (A,F(2),A,F(11,2));
    CL=CI+CLL;
    FILOOP6: END IIOOP6;
PUIT SKIP (3):
ILOOR7: DO I=1 TO NSITE;
IF ASGND_PROS(I) =0 THEN GOTO FILOOP7;
II=ASGND_PROS(I):
POT SKIP EDIT('SITE ',I," PGOCESSOR COST ',PCOST(II))
(A,F(2),A,F(11,2)):
CP=CP+PCOST (II);
FILOOP7: RND IIOOP7;
CC=CL+CP;
POT SKIP(3) EDIT('TOTAL LINE COST= ',CL,
, TOTAL PROS COSTl= ',CP,
1.TOTAL COST= 1,CC)(3(A,F(11,2))):
PATH: PROC (IN,K);
DCL A (100,5) DEC PIXED(2) INIT((500) 0):
DCL AA(100,5) DEC FIXED(2) INIT((500) 0);
/* PaTH ANalySIS */
IF TRAC thEN
PUT SKIP(2) EDIT('FIND A PATH FROM ',IN,' TO ',IOUT)
(COL(1),A(17),F(2),A(4),F(2));
IP NIINE=0 THEN GOTO OUT;
K1=1;
K2=1;
A (K1,K2)=IN;
AGAIN: K11=0;
к.22=к2+1;
ILOOF8: DO I=1 TOK1;
J1=A(I,K2);
KLCOP1: DO K=1 TO NLINE;
IF INSITE (K)=J1 THEN J2=FINSITE(K);
EL,SE
IF PINSITE(K)=J1 THEN J2=INSITE(K);

```
```

                                    ELSE GOTO FKLOOE1:
            IF K11=0 THEN GOTO NODUP:
            DO K111=1 TO K11;
                    IF J2=AA(K111,K22) THEN GOTO FKLOOP1;
    END;
    NODUP: K11=K11+1;
DO L=1 TO K2;
AA (K11,L)=A(I,L);
END;
AA(K11,K2) =K;
AA (K11,K22)=J2;
IF RPRAC THEN
PUT SKIP EDIT('PATH\# ',K11,"LINES\# ', (AA(K11,M) DO M=1
TO K22-1).'TO NODE ',AA(K11,K22))
(COL(1),A(6),F(3),X(4),A(6),(K22-1)(X(2),F(2)).
X(2),A(8),P(3));
FKLOOP1: REND KLOOP1;
FILOOP8: END ILOOR8;
IF' K11=0 THEN GOTO OOT;
DO I=1 TO K11;
DO }\textrm{H}=1\mathrm{ TO K22;
A(I,M)=AA(I,M);
END;
IF A(I,K22)=IOUT THEN DO:
ND=I;
GOTO SUCES:
END;
EMD;
GOTO UPDATE;
SUCBS:
K=K22-1;
DO) }\textrm{H}=1\textrm{TO K:
B(M)=a|ND,M);
EMD:
IF TEAC THEN
PGT SKIP EDIT('SUCCESS,LINES= ',(B(M) DO M=1 TO K),

```
```

                    'TO NODE ',A (ND,K22))
                                    (COL(1),A(14),(K)(X(2),F(2)),
                                    X(2),A(8),F(3));
            EETUFN:
            K|=K 11:
            K2=K22;
            IF K2<5 THEN GOTO AGAIN;
            K=0;
            IF TRAC THEN
            puT SKIP LIST('PATH FAILURE'):
            RETURN;
    END PaTH:
    RUT SKIP(2) LIST('END OF NETWORK ANALYSIS'):
    END ANLYZ:

```
XIV. APPENDIX F:

INPUT DATA SET FOK THE CENTKALIZED CONFIGURATION



\begin{tabular}{cccc} 
JOBS IN MORKLOAD \\
& & \begin{tabular}{c} 
\#JSTPS \\
\(1 / 99\)
\end{tabular} & ARVL RATE \\
M. MHMMESNN
\end{tabular}
\begin{tabular}{lcc} 
RSPNS TIME & FRSTEP LASTEP\# \\
M. MMMMESNN & \(1 / 250\) & \(1 / 250\) \\
\(0.0000 E+00\) & 1 & 13 \\
\(0.0000 \mathrm{E}+00\) & 14 & 26 \\
\(0.0000 \mathrm{E}+00\) & 27 & 39 \\
\(0.0000 \mathrm{E}+00\) & 40 & 52 \\
\(0.0000 \mathrm{E}+00\) & 53 & 65 \\
\(0.0000 \mathrm{E}+00\) & 66 & 78 \\
\(0.0000 \mathrm{E}+00\) & 79 & 91 \\
\(0.0000 \mathrm{E}+00\) & 92 & 104 \\
\(0.0000 \mathrm{E}+00\) & 105 & 117 \\
\(0.0000 \mathrm{E}+00\) & 118 & 130 \\
\(0.0000 \mathrm{E}+00\) & 131 & 143 \\
\(0.0000 \mathrm{E}+00\) & 144 & 156
\end{tabular}

\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline JST P & 13 & 1 & 0 & \(0.0000 \mathrm{E}+00\) & 2 & 1 & 1 & 13 & 1 & 0.0000E+00 & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JSTP & 14 & 1 & 0 & \(1.0000 \mathrm{E}+02\) & 2 & 1 & 2 & 1 & 2 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JSTP & 15 & 2 & 0 & 2.5000E+02 & 0 & 0 & 2 & 2 & 0 & \(0.0000 \mathrm{E}+00\) & 0.0000E+00 & 0 & 0 & 00 \\
\hline JSTP & 16 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 2 & 3 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JST P & 17 & 1 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 2 & 4 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 \\
\hline JST P & 18 & 2 & 0 & 2.5000E+02 & 0 & 0 & 2 & 5 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 \\
\hline JSTP & 19 & 4 & 2 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 2 & 6 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 \\
\hline JSTP & 20 & 5 & 3 & 3. \(6000 \mathrm{E}+03\) & 2 & 4 & 2 & 7 & 5 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 \\
\hline JST P & 21 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 2 & 8 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 \\
\hline JST P & 22 & 1 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 2 & 9 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 \\
\hline JSTP & 23 & 6 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 2 & 10 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JSTP & 24 & 7 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 2 & 11 & 5 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JSTP & 25 & 3 & 1 & 1.0000E +03 & 0 & 0 & 2 & 12 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JSTP & 26 & 1 & 0 & \(0.0000 \mathrm{E}+00\) & 2 & 1 & 2 & 13 & 2 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 \\
\hline JSTP & 27 & 1 & 0 & 1.0000E+02 & 2 & 1 & 3 & 1 & 3 & \(0.0000 E+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 \\
\hline JST & 28 & 2 & 0 & 2.5000E+02 & 0 & 0 & 3 & 2 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JST P & 29 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 3 & 3 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JSTP & 30 & 1 & 0 & 2. \(5000 \mathrm{E}+02\) & 0 & 0 & 3 & 4 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 \\
\hline JSTP & 31 & 2 & 0 & 2. \(5000 \mathrm{E}+02\) & 0 & 0 & 3 & 5 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 \\
\hline JST P & 32 & 4 & 2 & 1. \(6000 \mathrm{E}+03\) & 0 & 0 & 3 & 6 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 \\
\hline JSTP & 33 & 5 & 3 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 3 & 7 & 5 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JST P & 34 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 3 & 8 & 0 & \(0.0000 \mathrm{E}+00\) & 0.0000E+00 & 0 & 0 & 00 \\
\hline JSTP & 35 & 1 & 0 & 2.5000E+01 & 0 & 0 & 3 & 9 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JST P & 36 & 6 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 3 & 10 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 \\
\hline JST P & 37 & 7 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 3 & 11 & 5 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JST P & 38 & & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 3 & 12 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JST P & 39 & 1 & 0 & 0.0000E+00 & 2 & 1 & 3 & 13 & 3 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 \\
\hline JSTP & 40 & 1 & 0 & \(1.0000 \mathrm{E}+02\) & 2 & 1 & 4 & 1 & 4 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 \\
\hline JSTP & 41 & 2 & 0 & 2.5000E+02 & 0 & 0 & 4 & 2 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JSTP & 42 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 4 & 3 & & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JSTP & 43 & 1 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 4 & 4 & 0 & 0.0000E+00 & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JSTP & 44 & 2 & 0 & 2. \(5000 \mathrm{E}+02\) & 0 & 0 & 4 & 5 & 0 & 0.0000E+00 & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JST P & 45 & 4 & 2 & 1. \(6000 \mathrm{E}+03\) & 0 & 0 & 4 & 6 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 \\
\hline JSTP & 46 & 5 & 3 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 4 & 7 & 5 & 0.0000E+00 & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JSTP & 47 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 4 & 8 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|}
\hline & & & 0 & & \\
\hline & 0 & 0 & 0 & 00+ \(10000{ }^{\circ} 0\) & 00 \\
\hline & 0 & 0 & 0 & 00 & \\
\hline & 0 & 0 & 0 & 0 & 00 \\
\hline & 0 & 0 & 0 & \(00+80000\) & 00 \\
\hline & 0 & 0 & 0 & 00+ \(70000{ }^{\circ} 0\) & 00+400 \\
\hline & 0 & 0 & 0 & \(00+3000\) & 00 \\
\hline & 0 & 0 & 0 & \(00+30000^{\circ}\) & 00+ 2000 \\
\hline & 0 & 0 & 0 & \(00+80000^{\circ}\) & 00 \\
\hline & 0 & 0 & 0 & \(00+30000^{\circ} 0\) & \(00+\) \\
\hline & 0 & 0 & 0 & \(0+20000^{\circ} 0\) & \(00+\) \\
\hline & 0 & 0 & 0 & 0 & 0 \\
\hline & 0 & 0 & 0 & \(00+20000^{\circ} 0\) & \(00+\) \\
\hline & 0 & 0 & 0 & \(00+40000^{\circ} 0\) & 00+3000 \\
\hline & 0 & 0 & 0 & \(00+20000\) & \(00+\) \\
\hline & 0 & 0 & 0 & 0 & 00 \\
\hline & & 0 & 0 & \(00+30000^{\circ} 0\) & \(00+400\) \\
\hline & 0 & 0 & 0 & 00+ \(10000{ }^{\circ} 0\) & 00+ 0000 \\
\hline & 0 & 0 & 0 & 00 & 00 \\
\hline & 0 & 0 & 0 & \(0+30000\) & 00 \\
\hline & 0 & 0 & 0 & \(00+70000^{\circ} 0\) & 00+2 \\
\hline & & & 0 & \(00+30000^{\circ} 0\) & 00+70000 \\
\hline & 0 & 0 & 0 & \(00+30000^{\circ} 0\) & 00+ 5000 \\
\hline & 0 & 0 & 0 & \(0+90000\) & \(00+\) \\
\hline & 0 & 0 & 0 & \(00+70000^{\circ} 0\) & \(00+\) \\
\hline & 0 & & 0 & \(0+20000^{\circ} 0\) & \(00+\) \\
\hline & 0 & 0 & 0 & \(00+20000^{\circ} 0\) & 00 \\
\hline & 0 & 0 & 0 & \(0+20000^{\circ} 0\) & \(00+\) \\
\hline & 0 & 0 & 0 & 00+ \(10000{ }^{\circ} 0\) & 00+ \\
\hline & 0 & 0 & 0 & 00+30000*0 & \(00+\) \\
\hline & 0 & 0 & 0 & \(00+30000^{\circ} 0\) & \(00+\) \\
\hline & 0 & 0 & 0 & \(00+20000^{\circ}\) & 0 \\
\hline & 0 & 0 & 0 & \(00+30000^{\circ} 0\) & 00 \\
\hline & 0 & 0 & 0 & 00+ \(30000^{\circ} 0\) & \(00+\) \\
\hline & 0 & 0 & & \(00+20000\) & \(00+30000\) \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline JST ? & 83 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & , & 0 & 7 & 5 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & & \\
\hline JSTP & 84 & 4 & 2 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 7 & 6 & & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 \\
\hline JSTP & 85 & 5 & & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 7 & 7 & 5 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JST? & 86 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 7 & 8 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JST P & 87 & 1 & 0 & 2. \(5000 \mathrm{E}+01\) & 1 & 0 & 7 & 9 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JSTP & 88 & 6 & 0 & \(2.5000 \mathrm{E}+01\) & 10 & 0 & 7 & 10 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 \\
\hline JSTP & 89 & 7 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 7 & 11 & 5 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JSTP & 90 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & \(1)\) & 0 & 7 & 12 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JSTP & 91 & 1 & 0 & \(0.0000 \mathrm{E}+00\) & 2 & 1 & 7 & 13 & 8 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JSTP & 92 & 1 & 0 & \(1.0000 \mathrm{E}+02\) & 2 & 1 & 8 & 1 & 9 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JSTP & 93 & 2 & 0 & 2.5000E+02 & 1 & 0 & 8 & 2 & 0 & \(0.0000 \mathrm{E}+00\) & 0.0000E+00 & 0 & 0 & 00 \\
\hline JSTP & 94 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 1 & 0 & 8 & 3 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JSTP & 95 & 1 & 0 & 2.5000E+02 & 10 & 0 & 8 & 4 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 \\
\hline JST P & 96 & 2 & 0 & 2. 5000E+02 & - & 0 & 8 & 5 & 0 & \(0.0000 \mathrm{E}+00\) & 0.0000E+00 & 0 & 0 & 00 \\
\hline JST P & 97 & 4 & 2 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 8 & 6 & 0 & \(0.0000 \mathrm{E}+00\) & 0.0000E+00 & 0 & 0 & 00 \\
\hline JST P & 98 & 5 & 3 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 8 & 7 & 5 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JSTP & 99 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 8 & 8 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JSTP & 100 & 1 & 0 & \(2.5000 \mathrm{E}+01\) & 1 & 0 & 8 & 9 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JST P & 101 & 6 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 8 & 10 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 \\
\hline JSTP & 102 & 7 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 8 & 11 & 5 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JSTP & 103 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 8 & 12 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 \\
\hline JST P & 104 & 1 & 0 & 0.0000E+00 & 2 & 1 & 8 & 13 & 9 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JSTP & 105 & 1 & 0 & \(1.0000 \mathrm{E}+02\) & 2 & 1 & 9 & 1 & 10 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 \\
\hline JST P & 106 & 2 & 0 & 2. \(5000 \mathrm{E}+02\) & , & 0 & 9 & 2 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 \\
\hline JSTP & 107 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 9 & 3 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JSTP & 108 & 1 & 0 & 2. \(5000 \mathrm{E}+02\) & 0 & 0 & 9 & 4 & & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & O \\
\hline JSTP & 109 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 9 & 5 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 \\
\hline JSTP & 110 & 4 & 2 & 1.6000R+03 & 0 & 0 & 9 & 6 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & O & O \\
\hline JSTP & 111 & 5 & 3 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 9 & 7 & 5 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline JSTP & 112 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 9 & 8 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & & 0 & 00 \\
\hline JST P & 113 & 1 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 9 & 9 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 \\
\hline JST P & 114 & 6 & & 2. \(5000 \mathrm{E}+01\) & 0 & 0 & 9 & 10 & 0 & \(0.0000 \mathrm{E}+00\) & 0.0000E+00 & 0 & 0 & 00 \\
\hline JSTP & 115 & 7 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 9 & 11 & 5 & \(0.0000 \mathrm{E}+00\) & 0.0000E+00 & 0 & 0 & 00 \\
\hline JSTE & 116 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 10 & 0 & 9 & 12 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & & 00 \\
\hline JST F & 117 & 1 & 0 & 0.0000E+00 & 2 & 1 & 9 & 13 & 10 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 00 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline & 0 & & 0 & \(00+90000^{\circ} 0\) & \(00+20000^{\circ} 0\) & 0 & 6 & て1 & 0 & 0 & \(10+30005^{\circ} \mathrm{\tau}\) & & & & duS \\
\hline 0 & 0 & 0 & 0 & \(00+30000^{\circ} 0\) & \(00+90000^{\circ} 0\) & 0 & 8 & て1 & 0 & 10 & ع0＋70009＊し & 0 & て & LSL & d LSS \\
\hline 0 & 0 & 0 & 0 & \(00+30000^{\circ} 0\) & \(00+20000^{\circ} 0\) & S & \(\iota\) & Z1 & H & I & ع0＋a0009 \({ }^{\circ}\) & \(\varepsilon\) & ¢ & 0GIL & duS「 \\
\hline 0 & 0 & 0 & 0 & \(00+30000^{\circ} 0\) & \(00+30000^{\circ}\) & 0 & 9 & 21 & 0 & 10 & ع0＋ \(50009^{\circ} \mathrm{L}\) & 2 & ＋ & 6 hl & d \({ }^{\text {dS }}\) \\
\hline 0 & 0 & 0 & 0 & 00＋ \(300000^{\circ} 0\) & \(00+30000^{\circ} 0\) & 0 & S & てし & 0 & 10 & \(20+3000 \mathrm{~S}^{\circ} \mathrm{z}\) & 0 & て & 8 tl & dIS 5 \\
\hline 0 & 0 & 0 & 0 & \(00+70000^{\circ}\) & \(00+30000^{\circ} 0\) & 0 & H & てし & 0 & 10 & \(20+3000 \mathrm{~S}^{\circ} \mathrm{z}\) & 0 & 1 & Lth & duS5 \\
\hline 0 & 0 & 0 & 0 & 00＋30000＊0 & \(00+20000^{\circ} 0\) & 0 & \(\varepsilon\) & てし & 0 & 0 & ع0＋a0000＊し & 1 & \(\varepsilon\) & －ガb & duS「 \\
\hline 0 & 0 & 0 & 0 & \(00+70000^{\circ} 0\) & \(00+30000^{\circ} 0\) & 0 & Z & てl & 0 & 0 & \(20+40005^{\circ} \mathrm{z}\) & 0 & て & Gtb & S \\
\hline 0 & 0 & 0 & 0 & 00＋70000＊ & \(00+50000^{\circ} 0\) & EL & 1 & て1 & \(\downarrow\) & 2 & 20＋40000＊ & 0 & 1 & カカレ & d \(\mathrm{LSS}^{\text {¢ }}\) \\
\hline 0 & 0 & 0 & 0 & \(00+30000^{\circ} 0\) & \(00+90000^{\circ} 0\) & てL & \(\varepsilon 1\) & 11 & 1 & C & \(00+30000^{\circ} 0\) & 0 & 1 & ¢ \(\dagger\) & d \({ }^{\text {dS }}\) \\
\hline 0 & 0 & 0 & 0 & \(00+30000^{\circ} 0\) & 00＋ \(90000{ }^{\circ}\) & 0 & Zし & 11 & 0 & 10 & \(\varepsilon 0+30000^{\circ} \mathrm{L}\) & & \(\varepsilon\) & でっt & dLS \\
\hline 0 & 0 & 0 & 0 & \(00+30000^{\circ} 0\) & \(00+40000^{\circ} 0\) & 5 & 11 & し & H & I & \(\varepsilon 0+70000^{\circ} \mathrm{L}\) & \(\varepsilon\) & \(L\) & しカし & JS \\
\hline 0 & 0 & 0 & 0 & \(00+30000^{\circ} 0\) & 00＋90000＊0 & 0 & 01 & し & 0 & 0 & \(10+70005^{\circ} \mathrm{z}\) & 0 & 9 & 0 Ot & むWS \\
\hline 0 & 0 & 0 & 0 & \(00+30000^{\circ}\) & 00＋ \(0^{0} 0000^{\circ} 0\) & 0 & 6 & 11 & 0 & 0 & 10＋70009 \({ }^{\text {－}}\) & 0 & 1 & 6 El & duS¢ \\
\hline 0 & 0 & 0 & 0 & \(00+30000^{\circ}\) & \(00+20000^{\circ} 0\) & 0 & 8 & L！ & 0 & 0 & E0＋70009 \({ }^{\text {c }}\) & 0 & 2 & 8 EL & ］\({ }^{\text {LS }}\) \\
\hline 0 & 0 & 0 & 0 & \(00+30000^{\circ} 0\) & \(00+70000^{\circ} 0\) & S & \(L\) & 11 & H & 2 & E0＋ \(50009^{\circ} \mathrm{L}\) & \(\varepsilon\) & 5 & LEL & 3 LS \\
\hline 0 & 0 & 0 & 0 & \(00+30000^{\circ} 0\) & 00＋ \(90000^{\circ} 0\) & 0 & 9 & 11 & 0 & 0 & \(\mathrm{EO}+5000 \mathrm{~S}^{\circ} \mathrm{L}\) & Z & tir & 9 EL & duS \\
\hline 0 & 0 & 0 & 0 & \(00+30000^{\circ} 0\) & 00＋ \(20000^{\circ} 0\) & 0 & 5 & Ll & 0 & 0 & \(20+70005^{\circ} \mathrm{T}\) & 0 & \(\tau\) & SEL & d HSP \\
\hline 0 & 0 & 0 & 0 & \(00+30000^{\circ} 0\) & \(00+90000^{\circ} 0\) & 0 & H & 11 & 0 & 0 & \(20+70005^{\circ} \mathrm{z}\) & 0 & 1 & カEL & d \({ }^{\text {SS }}\) \\
\hline 0 & 0 & 0 & 0 & 00＋30000 0 & 00＋ \(20000^{\circ} 0\) & 0 & \(\varepsilon\) & 11 & 0 & 0 & \(\varepsilon 0+70000^{\circ} \mathrm{L}\) & 1 & \(\varepsilon\) & EEし & duS「 \\
\hline 0 & 0 & 0 & 0 & 00＋ \(00000^{\circ} 0\) & \(00+50000^{\circ} 0\) & 0 & 2 & 11 & 0 & 0 & \(20+7000 G^{\circ} 2\) & 0 & \(\tau\) & てEし & duS \\
\hline 0 & 0 & 0 & 0 & 00＋ \(00000^{\circ} 0\) & 00＋\(+0000{ }^{\circ} 0\) & 21 & L & 11 & 1 & 2 & \(20+50000^{\circ} 1\) & 0 & 1 & LEL & d \({ }^{\text {S }}\)［ \\
\hline 0 & 0 & 0 & 0 & \(00+20000^{\circ} 0\) & \(00+90000^{\circ} 0\) & 11 & \(\varepsilon 1\) & 01 & 1 & 2 & \(00+70000^{\circ} 0\) & 0 & 1 & OEL & duS「 \\
\hline 0 & 0 & 0 & 0 & 00＋ \(30000{ }^{\circ} 0\) & \(00+20000^{\circ} 0\) & 0 & 21 & 01 & 0 & 0 & ع \(0+80000^{\circ} \mathrm{L}\) & 1 & \(\varepsilon\) & 621 & JuS「 \\
\hline 0 & 0 & 0 & 0 & \(00+30000^{\circ} 0\) & 00＋ \(20000{ }^{\circ} 0\) & 5 & 11 & 01 & ＋ & 2 & E0＋ \(90000{ }^{\circ} \mathrm{l}\) & E & L & 8てし & duS「 \\
\hline 0 & 0 & 0 & 0 & \(00+20000^{\circ} 0\) & 00＋70000＊0 & 0 & 01 & 01 & 0 & 0 & \(10+40005^{\circ} \mathrm{z}\) & 0 & 9 & してし & juS「 \\
\hline 0 & 0 & 0 & 0 & \(00+30000^{\circ} 0\) & 00＋ \(20000{ }^{\circ} 0\) & 0 & 6 & 01 & 0 & 0 & \(10+40005^{\circ}\) z & 0 & 1 & 9 2し & aLS \\
\hline 0 & 0 & 0 & 0 & \(00+30000^{\circ} 0\) & 00＋ \(200000^{\circ} 0\) & 0 & 8 & OL & 0 & 0 & \(\varepsilon 0+40009^{\circ}\) L & 0 & 2 & SてL & あ山S「 \\
\hline 0 & 0 & 0 & 0 & \(00+20000^{\circ} 0\) & 00＋ \(00000{ }^{\circ} 0\) & 5 & \(L\) & 01 & \(\dagger\) & 2 & \(\varepsilon 0+70009^{\circ} \mathrm{L}\) & \(\varepsilon\) & 5 & カてし & む山S「 \\
\hline 0 & 0 & 0 & 0 & \(00+70000^{\circ} 0\) & 00＋ \(20000^{\circ} 0\) & 0 & 9 & 01 & 0 & 0 & ع0＋a0009 \({ }^{\text {a }}\) & C & \(t\) & とてし & disf \\
\hline 0 & 0 & 0 & 0 & \(00+30000^{\circ} 0\) & 00＋20000＊0 & 0 & 5 & 01 & 0 & 0 & \(20+30005^{\circ}\) 2 & 0 & 2 & てZし & む \({ }^{\text {US5 }}\) \\
\hline 0 & 0 & 0 & 0 & \(00+30000^{\circ} 0\) & 00＋ \(00000^{\circ} 0\) & 0 & H & 01 & 0 & 0 & \(20+30005^{\circ} \mathrm{z}\) & 0 & 1 & してし & JUS5 \\
\hline 0 & 0 & 0 & 0 & \(00+30000^{\circ} 0\) & 00＋ \(20000{ }^{\circ} 0\) & 0 & \(\varepsilon\) & 01 & 0 & 0 & \(\varepsilon 0+70000^{\circ} 1\) & 1 & \(\varepsilon\) & 021 & d \({ }^{\text {US }}\) \\
\hline 0 & 0 & 0 & 0 & \(00+70000^{\circ} 0\) & 00＋20000＊0 & 0 & 2 & 01 & 0 & 0 & \(20+70005^{\circ} \mathrm{z}\) & 0 & r & 616 & まuS「 \\
\hline & & & & \(00+50000^{\circ}\) & \(00+ \pm 0000^{\circ}\) & L & 1 & 01 & 1 & 2 & \(20+7000{ }^{\circ} \mathrm{L}\) & 0 & 1 & 811 & juS「 \\
\hline
\end{tabular}
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XV. APPENDIX G:

EXfCITION OUTPUT FOR THE CENTRALIZED CONAIGUGATION
```

END OF JOBSTEP TO PROCESSOR ASSIGNMENT
END OF PROCESSOR ASSIGRMENT
END OF OPNIMOM LOCATING
START NETHORR ANALYSIS
PROCESSOR 2 SITE 1
MIPS= 0.0000E+00 OTILIZED= 0.0000E+00
AVFAM= 0.000CE+00 UTILIZED = 0.0000E+100
FIXED SCNDSTR= 0.0000E+00 UI'ILIZED= 0.0000E+00
PROCESSOR 2 SITE 2
MIPS = 0.0000E+00 UTILIZED=0.0000E +00
A VRAM= 0.000CE+00 UTILIZED=0.0000E+00
FIXED SCNDSTR= 0.0000E+00 UTILIZED=0.0000E+00
PROCESSOR 2 SITE 3
MIPS = 0.0,000E+00 UTILIZEL= 0.0000E+00
AVFLM= 0.000CE+00 UTILIZED = 0.0000E+00
FIXED SCNDSTR= 0.0000E+00 UTIILIZED= 0.0000E+00
PROCESSOK 2 SITE 4
MIPS= 0.0000E+00 UTILIZED=0.0000E+00
A VRAI= 0.000CE+00 UTILIZED= 0.0000E+00
FIXED SCNDSTE= 0.0000E+00 Ul'ILIZED= 0.0000E+00
PFOCESSOR \& SITE 5
MIPS= 6.2882E-02 UTILIZED=4.1922E-02
AVFAM= 1.5810E+02 UTILIZED= 3.0171E-01
FIXBD SCNDSTR= 4.0000E+02 UTIILIZED= 5.0000E-01
PROCESSOR 2 SITE }
MIPS= 0.0000E+00 UTILIZED=0.0000E +00
AVRAM= 0.000CE+00 UTILIZED = 0.0000E+00
FIXED SCNDSTR= 0.0000E+00 UT:ILIZED=0.0000E+00
PEOCESSOR 2 SITE 7
MIPS = 0.0000E+00 UTILIZED = 0.0000E +00
AVEAM= 0.000CE+00 UTILIZED= 0.0000E+00
FIXED SCNDSTE= 0.0000E+00 UYILIZED= 0.0000E+00
PROCESSOR 2 SITE 8
MIPS= 0.0000E+00 UTILIZED=0.0000E+00

```
```

    AVEAM= 0.0000E+00 OTILIZED= 0.0000E+00
    FIXED SCNDSTE= 0.0000E+00 OTILIZED= 0.0000E+00
    PROCESSOR 2 SITE }
MIPS = 0.0000E+00 UTILIZED = 0.0000E +00
AVRAM= 0.0000E+00 UTILIZED = 0.0000E+00
FIXED SCNDSTR= 0.0000E+00 OTILIZED=0.0000E+00
PROCESSOR 2 SITE 10
HIPS= 0.0000E+00 UTILIZED=0.0000E+00
AVKAH= 0.0000E+00 UTILIZED= 0.0000E+00
FIXED SCNDSTR=0.0000E+00 UTILIZED = 0.0000E +00
PROCESSOR 2 SITE }1
MIPS= 0.0000E+00 0TILIZED = 0.0000E +00
AVRAM= 0.0000E+00 UTILIZED= 0.0000E+00
FIXE:D SCNDSTR = 0.0000E+00 UTILIZED = 0.0000E+00
PRCCESSOR 2 SITE 12
MIPS= 0.0000E+00 UTILIZED = 0.0000E+00
AVRAM= 0.0000E+00 UTILIZED = 0.0000E+100
FIXED SCNDSTF= 0.0000E+00 UTILIZED= 0.0000E+00
PROCESSOR 2 SITE 13
MIPS: 0.0.000E+CO UTILIZED=0.0000E +00
AVEAM= 0.0000E+00 UTILIZED = 0.0000E+00
FIXED SCNDSTR=0.0000E+00 UTILIZED=0.0000E+00

| SITE | 1 | , FINSITE | 5 | ,LINE | TYFE | IS | 2 | , LOAD $=$ | 2.2083E+01 | - UTILIZE= | 8403E-01 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| INSITE | 2 | , FINSITE | 5 | , LINE | TYEE | IS | 2 | , LOAD= | $2.2083 \mathrm{E}+01$ | , UTILIZE= | $1.8403 \mathrm{E}-01$ |
| INS ITE | 3 | , FINSITE | 5 | , LINE | TYE'E | IS | 2 | , LOAD $=$ | $2.2083 \mathrm{E}+01$ | , UTILIZE= | $1.8403 \mathrm{E}-01$ |
| INS ITE | 4 | , FINSITE | 5 | , LINE | TYFE | IS | 2 | , LOAD $=$ | 2. $2083 \mathrm{E}+01$ | , UTILIZE= | $1.8403 \mathrm{E}-01$ |
| INS ITE | 6 | , FINSITE | 5 | , LINE | TYFE | IS | 2 | , LOAD $=$ | 2. $2083 \mathrm{E}+01$ | , UTILIZE= | $1.8403 \mathrm{E}-01$ |
| INSITE | 7 | ,finSITE | 5 | , LINE | TYFE | IS | 2 | - LOAD $=$ | $2.2083 \mathrm{E}+01$ | , UTILIZE= | $1.8403 \mathrm{E}-01$ |
| INSITE | 8 | , FINSITE | 5 | , LINE | TYPE | IS | 2 | , LOAD $=$ | $2.2083 \mathrm{E}+01$ | , UTILIZE= | $1.8403 \mathrm{E}-01$ |
| INS ITE | 9 | -FINSITE | 5 | , LINE | trfe | IS | 2 | - LOAD $=$ | 2. $2083 \mathrm{E}+01$ | , UTILIZE= | $1.8403 \mathrm{E}-01$ |
| INSTTE | 10 | , pINSITE | 5 | , LINE | TYpe | IS | 2 | , LOAD $=$ | $2.2083 \mathrm{E}+01$ | , UTILIZE= | 1.8403E-01 |
| INS ITE | 11 | , FINSITE | 5 | , LINE | TYfe | IS | 2 | , LOAD $=$ | $2.2083 \mathrm{E}+01$ | , UTILIZE= | $1.8403 \mathrm{E}-01$ |
| INSITE | 12 | , PINSITE | 5 | , LINE | type | IS | 2 | , LOAD $=$ | 2.2083E+01 | , UTILIZE= | $1.8403 \mathrm{E}-01$ |
| INSITE | 13 | , PINSITE | 5 | , LINE | type | IS | 2 | , LOAD $=$ | $2.2083 \mathrm{E}+01$ | ,UTILIZE= | 1.8403E-01 |

```
```

JOB= 1
STEP= 1.STTE= 1
PROS TIME= 0.0000E+00, LINE DELAY= 4.0213E+00, NOB TIME ACCOM= 1.0213E+00
STEP= 2,SITE= 5
PROS TIME= 7.1603E-03, LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM= 1.0284E+00
STEP= 3,SITE= 5
PROS TIME = 5.7283E-02 ,LINE DELAY = 1.0213E+01, JOB TIME ACCOM= 1.1298E+01
STEP= 4,SITE= 1
PEOS TIME = 0.0000E+00, LINE DELAY= 2.5532E+00, JOB TIME ACCUM= 1.3852E+01
STEP= 5.SIIE= 5
PROS TIME= 7.1603E-03, LINE DELAY= 0.0000E+00, JOB TIME ACCUM= 1.3859E+01
STFP=6.,SITR= 5
PROS TIME= 9.5471E-02 ,LINE DELAY = 0.0000E+00 .JOB TIME ACCUA= 1.3954E+01
STEP= 7,SIRE= 5
PROS TIME= 5.7283E-01 .IINE DELAY= 0.0000E+00 .JOB TIME ACCUM= 1.4527E+01
STEP= 8 .SITE= 5
PROS TIME= 7.1603E-03 .IINE DELAY= 1.6340E+01 .JOB TIME ACCUM= 3.0875E+01
STEP= 9,SITE= 1
PKOS TIME= 0.0000E+00 , LINE DELAY= 2.5532E-01 .JOB TIME ACCUM= 3.1130E+01
STEE= 10, SITE= 5
PGOS TIME= 7.1603E-04 ,LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM= 3.1131E+01
STEP= 11,SITE= 5
PROS TIAE= 9.5471E-02 .IINE DELAY= 0.0000E+00 ,JOB TIME ACCUM= 3.1226E+01
STEP= 12 ,SITE= 5
PROS TIME= 5.7283E-02 ,LINE DELAY= 1.0213E+01, JOB TIME ACCDM= 4.1496E+01
STEE= 13,SITE= 1
PROS TIME= 0.0000E+00, LINE DELAY= 0.0000E+00, JOB TIME ACCUM= 4.1496E+01
JOB= 2
STEP= 1,SITE= 2
PROS TIME = 0.0000E +00, LINE DELAY= 1.0213E+00, JOB TIME ACCOM= 1.0213E+00
STEP= 2 .SITE= 5
PROS TIME = 7.1603E-03, LINE DELAY = 0.0000E+00, JOB TIHE ACCUM= 1.0284E+00
STEP= 3,SITE= 5
PROS TIME= 5.7283E-02 .LINE DELAY= 1.0213E+01, JOB TIME ACCUM= 1.1298E+01
STEF= 4 ,SITE= 2

```
```

    FEOS TIME= 0.0000E+00, LINE DELAY= 2.5532E+00,JOB TIME ACCUM= 1.3852E+01
    STEP= 5,SINE=5
PEOS TIME= 7.1603E-03,LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 1.3859E+01
STEE= 6,SITE= 5
PROS TIAE= 9.5471E-02, LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 1.3954E+01
STEP= 7,SITE= 5
PROS TIME= 5.7283E-01 ,IINE DELAY= 0.0000E+00,JOB TIME ACCUM= 1.4527E+01
STEP= 8,SITE= 5
PROS TIME= 7.1603E-03 ,LINE DELAY= 1.6340E+01 ,JOB TIME ACCUM= 3.08752+01
STEP= 9,SITE= 2
PEOS TIME= 0.0000E+00 ,LINE DELAY= 2.5532E-01, JOB TIME ACCOM= 3.1130E+01
STEE= 10,SIPE= 5
PROS TIME= 7.1603E-04, LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 3. 1131E+01
STEP= 11. SITE= 5
PROS TIME= 9.5471E-02,LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 3.1226E+01
STEP= 12,SITE= 5
PROS TINE= 5.7283E-02 , HINE DELAY= 1.0213E+01 ,JOB TIME ACCUM= 4.1496E+01
STEP= 13,SITE= 2
PEOS TIME = 0.0000E+00, LINE DELAY= 0.0000E+00, JOB TIME ACCUM= 4.1496E+01
JCE= 3
STEP= 1,SITE= 3
PROS TIME= 0.0000E+00 ,LINE DELAY= 1.0213E+00,JOB TIME ACCUM= 1.0213E+00
STEP= 2,SITE= 5
PROS TIME= 7. 1603E-03 ,LINE DELAI= 0.0000E+00 ,JOB TIME ACCUM= 1.0284E+00
STEP= 3.SITE= 5
PROS TIME= 5.7283E-02 .LINE DELAY= 1.0213E+01 .JOB TIME ACCUH= 1.1298E+01
STEP= 4.SITE= 3
PEOS TIME= 0.0000E+00 ,LINE DELAY= 2.5532E+00 ,JOB TIME ACCUM= 1. 3852E+01
STEP= 5,SITE= 5
PROS TIME= 7.1603E-03 ,LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 1. 3859E+01
STEP= 6.SITE= 5
PEOS TIME= 9.5471E-02, LINE DELAY= 0.0000E+00, JOB TIME ACCUM= 1. 3954E+01
STEP= 7.SITE= 5
PROS TIME= 5.7283E-01 LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 1.4527E+01
STEP= 8,SITE= 5

```
```

    PROS TIME= 7.1603E-03 ,LINE DELAY= 1.6340E+01 ,JOB TIME ACCUM= 3.0875E+01
    STEP= 9 ,SITE= 3
PROS TIME = 0.0000E+00.LINE DELAY= 2.5532E-01.JOB TIME ACCUM= 3.1130E+01
STEP=10.SITTE=5
PBOS TIME: 7.1603E-04,LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 3.1131E+01
STEP=11,SITE=5
PROS TIME= 9.5471E-02,LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 3. 1226E+01
STEP= 12 .SITE= 5
PGOS TIME: 5.7283E-02,LINE DELAY= 1.0213E+01, JOB TIME ACCUM= 4.1496E+01
STLE=13,SITE= 3
PEOS TIME:= 0.0000E+00,LINE DELAY= 0.0000E+00, JOB TIME ACCUM= 4.1496E+01
JOE= 4
STEP= 1,SITTE=4
PROS TIME= 0.0000E+00 ,LINE DELAY= 1.0213E+00,JOB TIME ACCUM= 1.0213E+00
STEP= 2,SITE= 5
PROS TIME= 7.1603E-03 ,LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM=
STEP= 3 SITE=5
PROS TIME= 5.7283E-02 ,LINE DELAY= 1.0213E+01.,JOB TIME ACCUM=
STEP=4,SITE=4
FEOS TIME: 0.0000E+00 , LINE DELAY= 2.5532E+00, JOB TIME ACCUM=
STEF= 5 ,SITE= 5
PROS TIME= 7.1603E-03 , LINE DELAY= 0.0000E+00, JOB TIME ACCUM=
STEP=6.SITE= 5
PROS TIME= 9.5471E-02 ,LINE DELAY= 0.0000E+00 JOB TIME ACCUM=
STE吕= 7,SITE= 5
PKOS TIME= 5.7283E-01 LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM=
STEP= 8,SITE= 5
PROS TIME: 7.1603E-03 ,LINE DELAY= 1.6340E+01,JOB TIME ACCUM=
STEP= 9,SIITE= 4
PROS TIME= 0.0000E+00 ,LINE DELAY= 2.5532E-01 ,JOB TIME ACCUM= 3.1130E+01
STEP=10,SITE= 5
PHOS TIME= 7.1603E-04 ,LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 3.1131E+01
STEF=11,SITE=5
EROS TIME:= 9.5471E-02 .LINE DELAY= 0.0000E+00 .JOB TIME ACCUM= 3. 1226E+01
STEP=12,SITE= 5

```
```

    PROS TIME= 5.7283E-02 .LINE DELAY= 1.0213E+01 .JOB TIME ACCUM= 4.1496E+01
    STEP= 13,SITE=4
PROS TIME= 0.0000E+00 .LINE DELAY= 0.0000E+00 ,JOB TIME ACCOM= 4.1496E+01
JOB= 5
STEP= 1,SIPE= 6
PROS TIME= 0.0000E+00 ,LINE DELAY= 1.0213E+00 ,JOB TIME ACCUM= 1.0213E+00
STEF= 2,SITE= 5
PROS TIME= 7.1603E-03 ,LINE DELAY= 0.0000E+00 .JOB TIME ACCUM= 1.0284E+00
STEP= 3,SITE= 5
PROS TIME= 5.7283E-02 ,LINE DELAY= 1.0213E+01 ,JOB TIME ACCUM= 1.1298E+01
STEP= 4,SITE= 6
PROS TIME= 0.0000E+00 ,LINE DELAY= 2.5532E+00 ,JOB TIME ACCUM= 1.3852E+01
STEP= 5 ,SITE= 5
PRDS TIME= 7.1603E-03 ,LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM= 1.3859E+01
STEP= 6 SIIE= 5
PROS TIME = 9.5471E-02 ,LINE DELAY= 0.0000E+00 .JOB TIME ACCUM= 1.3954E+01
STEP= 7 SITE= 5
PROS TIME= 5.7283E-01, LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM= 1.4527E+01
STEP= 8 ,STTE= 5
FROS TIME= 7.1603E-03 ,LINE DELAY = 1.E340E+01 ,JOB TIME ACCOM= 3.0875E+01
STEP= 9,SITE= 6
PROS TIME= 0.0000E+00,LINE DELAY=
STEP= 10,SITE= 5
PROS TIME= 7.1603E-04 ,LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM= 3.1131E+01
STEP= 11.SITE= 5
PROS TIME= 9.5471E-02, LINE DELAY= 0.0000E +00, JOB TIME ACCUM= 3.1226E+01
STEP= 12,SITE= 5
PROS TIME= 5.7283E-02 ,LINE DELAY= 1.0213E+01 .JOE TIME ACCUM= 4.1496E+01
STEP= 13 .SITE= 6
PFDS TIME= 0.0000E+00 ,LINE DELAY= 0.0000E+00, JOB TIME ACCUM= 4.1496E+01
JOB= 6
STEP=1,SITE=7
PROS TIME= 0.0000E+00 ,LINE DELAY= 1.0213E+00 .JOB TIME ACCUM= 1.0213E+00
STEP= 2 .SITE= 5
PROS TIME= 7.1603E-03,LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 1.0284E+00

```
```

STEP= 3,SITE= 5
PROS TIME= 5.7283E-02, LINE DELAY= 1.0213E+01,JOB TIME ACCUM= 1.1298E+01
STEP= 4.SITE= 7
STEP= 5,SITE= 5
STEE=6,SITE= 5
STEP= 7,SITE= 5
STEP= 8,SITE= 5
PROS TIME= 7.1603E-03 ,LINE DELAY= 1.6340E+01 ,JOB TIME ACCUM= 3.0875E+01
STEP= 9,SIIE= 7
PROS TIME= 0.0000E+00, LINE DELAY= 2.5532E-01 .JOB TIME ACCUM= 3.1130E+01
STEP= 10,SITRE= 5
PROS TIME= 7.1603E-04 , LINE DELAY= 0.0000E+00, JOB TIME ACCUM= 3.1131E+01
STEP= 11.SITE= 5
PROS TIAE= 9.5471E-02, LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 3.1226E+01
STEP= 12,SIME= 5
STEP=13,SITE= 7
JOB=7
STEP= 1.SITE= 8
PROS TIME= 0.0000B+00,LINE DELAY= 1.0213E*00,NOB TIME ACCOM= 1.0213E*00
STEP= 2,SITE= 5

```

```

STEP= 4,SITE= 8
STEP= 5,SIME= 5
PROS TIME= 7.1603E-03 ,LINE DELAY = 0.0000E+00 ,JOB TIME ACCOM= 1.3859E+01
STEP= 6.SITE= 5
PROS TIME = 9.5471E-02 .LINE DELAY = 0.0000E+00 ,JOB TIME ACCUM= 1.3954E+01

```
```

STEP= 7,SITE= 5
PROS TIME= 5.7283E-01, LINE DELAY = 0.0000E+00. JOB TIME ACCOM= 1.4527E+01
STEP= 8 SITPE= 5
STEP= 9, SITE= 8
PROS TIME= 0.0000E+00, LINE DELAY= 2.5532B-01 ,JOB TIME ACCUM= 3.1130E+01
STEP= 10.SITE= 5
PEOS TIME= 7.1603E-04 ,LINE DELAY= 0.0000E+00.JOB TIME ACCCUM= 3.1131E+01
STEP= 11,SITE= 5
PROS TIME= 9.5471E-02 ,LINE DELAY= 0.0000E +00,JOB TIME ACCUM= 3.1226E+01
STEP= 12 .SITE= 5
PROS TIME= 5.7283E-02 , LINE DELAY= 1.0213E+01 .JOB TIME ACCUM= 4.1496E+01
STEP= 13 ,SITE= 8
PROS TIME= 0.0000E+00, LINE DELAY= 0.0000E+00 .JOB TIME ACCUM= 4.1496E+01
JOB= 8
STEP= 1,STTE= 9
PROS TIME= 0.0000E+00 .LINE DELAY= 1.0213E+00 .JOB TIME ACCUM= 1.0213E*00
STEP= 2,SITE= 5

```

```

    PROS TIME= 5.7283E-02 ,LINE DELAY= 1.0213E+01 .JOB TIME ACCOM= 1.1298E+01
    STEP= 4 ,SITE= 9
PROS TIME= 0.0000E+00 ,LINE DELAY= 2.5532E+00 ,JOB TIME ACCUM= 1.3852E+01
STEP= 5 ,SITE= 5
PROS TIME= 7.1603E-03 .LINE DELAY = 0.0000E+00 .JOB TIME ACCUM= 1.3859E+01
STEP= 6 ,SITE= 5
FGOS TIME= 9.5471E-02 , LINE DELAY= 0.0000E +00 .JOB TIME ACCOM= 1.3954E+01
STEP= 7,SITE= 5
STEP= 8 STTEE= 5
STEP= 9,SITE= 9
PROS TIME= 0.0000E+00 .LINE DELAY= 2.5532E-01 .JOB TIME ACCOM= 3.1130E+01
STE P= 10,SITE= 5
PROS TIME= 7.1603E-04 ,LINE DELAY= 0.0000E+00, JOB TIME ACCUM= 3.1131E+01

```
```

```
STEP= 11,SINE= 5
```

```
STEP= 11,SINE= 5
    PROS TIME= 9.5471E-02 .LINE DELAY= 0.0000E+00,NOB TIME ACCOM= 3.1226E+01
    PROS TIME= 9.5471E-02 .LINE DELAY= 0.0000E+00,NOB TIME ACCOM= 3.1226E+01
STEP= 12,3ITE= 5
STEP= 12,3ITE= 5
    PROS TIME= 5.7283E-02,LINE DELAY= 1.0213E+01,NOB TIME ACCUM= 4.1496E+01
    PROS TIME= 5.7283E-02,LINE DELAY= 1.0213E+01,NOB TIME ACCUM= 4.1496E+01
STEP= 13 SITE= 9
STEP= 13 SITE= 9
    PROS TIME= 0.0000E+00,LINE DELAY= 0.0000E+00, JOB TIME ACCUM= 4.1496E+01
    PROS TIME= 0.0000E+00,LINE DELAY= 0.0000E+00, JOB TIME ACCUM= 4.1496E+01
JOB= 9
JOB= 9
STE P= 1.SITE= 10
STE P= 1.SITE= 10
    PEOS TIME= 0.0000E+00 ,LINE DELAY= 1.0213E+00 .JOB TIME ACCUM= 1.0213E+00
    PEOS TIME= 0.0000E+00 ,LINE DELAY= 1.0213E+00 .JOB TIME ACCUM= 1.0213E+00
STEP= 2,SITE=5
STEP= 2,SITE=5
PROS TIME= 7.1603E-03,LINE DELAY= 0.0000E+00. JOB TIME ACCUM= 1.0284E+00
PROS TIME= 7.1603E-03,LINE DELAY= 0.0000E+00. JOB TIME ACCUM= 1.0284E+00
STEP= 3.SITE= 5
STEP= 3.SITE= 5
    PROS TIME= 5.7283E-02 .LINE DELAY= 1.0213E+01, JOB TIME ACCUM= 1. 1298E+01
    PROS TIME= 5.7283E-02 .LINE DELAY= 1.0213E+01, JOB TIME ACCUM= 1. 1298E+01
STEP= 4 SITE= 10
STEP= 4 SITE= 10
    PROS TIME= 0.0000E+00,LINE DELAY= 2.5532E+00,JOB TIME ACCDM= 1.3852E+01
    PROS TIME= 0.0000E+00,LINE DELAY= 2.5532E+00,JOB TIME ACCDM= 1.3852E+01
STEP= 5,SI'IE= 5
STEP= 5,SI'IE= 5
    PROS TIME= 7.1603E-03,LINE DELAY= 0.0000E+00,.JOB TIME ACCUM= 1.3859E+01
    PROS TIME= 7.1603E-03,LINE DELAY= 0.0000E+00,.JOB TIME ACCUM= 1.3859E+01
STEP=6 SITE= 5
STEP=6 SITE= 5
    PROS TIME= 9.5471E-02, LINE DELAY=
    PROS TIME= 9.5471E-02, LINE DELAY=
STEP= 7,SITE= 5
STEP= 7,SITE= 5
    PROS TIME= 5.7283E-01,LINE DELAY=
    PROS TIME= 5.7283E-01,LINE DELAY=
STEP= 8,SITE= 5
STEP= 8,SITE= 5
    PROS TIME= 7.1603E-03, LINE DELAY=
    PROS TIME= 7.1603E-03, LINE DELAY=
STEP= 9,SITE= 10
STEP= 9,SITE= 10
    PROS TIME= 0.0000E+00 ,LINE DELAT=
    PROS TIME= 0.0000E+00 ,LINE DELAT=
STEP=10,SITE= 5
STEP=10,SITE= 5
PROS TIME= 7.1603E-04 ,LINE DELAY=
PROS TIME= 7.1603E-04 ,LINE DELAY=
STEP= 11.SINE=5
STEP= 11.SINE=5
    PROS TIME= 9.5471E-02 ,LINE DELAY=
    PROS TIME= 9.5471E-02 ,LINE DELAY=
STEP= 12 ,SIIE= 5
STEP= 12 ,SIIE= 5
    PROS TIME= 5.7283E-02, LINE DELAY= 1.0213E+01, JOB TIME ACCUM= 4.1496E+01
    PROS TIME= 5.7283E-02, LINE DELAY= 1.0213E+01, JOB TIME ACCUM= 4.1496E+01
STEP=13 .SITE= }1
STEP=13 .SITE= }1
    GROS TIME= 0.0000E+00, LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 4. 1496E+01
    GROS TIME= 0.0000E+00, LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 4. 1496E+01
JOB=10
JOB=10
STEP= 1.SI'IE= 11
```

```
STEP= 1.SI'IE= 11
```

```
```

    PROS TIME= 0.0000E+00 ,LINE DDELAY= 1.0213E+00, JOB TIME ACCUM= 1.0213E+00
    STEP= 2.SITEE=5
PROS TIME= 7.1603E-03 .IINE DELAY= 0.0000E+00, JOB TIME ACCUM= 1.0284E+00
STEP= 3,SITE= 5
PROS TIME= 5.7283E-02 .LINB DDLAY= 1.0213E+01,JOB TIME ACCUM= 1.1298E+01
STEP= 4.SITE= 11
PROS TIME= 0.0000E+00, LINE SDELAY= 2.5532E+00 ,JOB TIME ACCUG= 1.3852E+01
STEP= 5 ,SIME= 5
PROS TIME= 7.1603E-03, LINE DELAY= 0.0000E+00, JOB TIME ACCUM= 1.3859E+01
STEP= 6,SITEE=5
PROS TIME= 9.5471E-02, LINE DELAY= 0.0000E+00, JOB TIME ACCUM= 1.3954E+01
STEP=7 SITE= 5
PROS TIME= 5.7283E-01,LINE DELAY= 0.0000E+00 ,JOB TIME ACCUH= 1.4527E+01
STEP= 8 ,SITE= 5
PROS TIME= 7.1603E-03 ,LINE DELAY = 1.6340E+01 ,JOB TIME ACCDM= 3.0875E+01
STEP= 9,SITME 11 ( OTNE DELAY= 2.5532E-01 JOB TIME ACCUM= 3.1130E+01
TEP=10,SITE= 5
STEP= 11 ,SINE= 5
PROS TIME= 9.5471E-02 .LINE ODLAY= 0.0000E+00,JOB TIME ACCUM= 3.1226E+01
STEP=12.SITE= 5
PROS TIME= 5.7283E-02,LINE DELAY= 1.0213E+01,JOB TIME ACCUM= 4.1496E+01
STEP=13,SITE= 11
PROS TIME= 0.0000E+00.LINE DDELAY= 0.0000E+00, JOB TIME ACCUM= 4.1496E+01
JOB= 11
STEP= 1,SITE= 12
PROS TIME= 0.0000E+00 ,IINE DELAY= 1.0213E+00,JOB TIME ACCUM= 1.0213E+00
STEP= 2 SITE= 5
PROS TIME= 7.1603E-03 .LINE DELAY= 0.0000E+00 .JOB TIME ACCOM= 1.0284E+00
STEP= 3.SIME= 5
PROS TIME= 5.7283E-02 ,LINE DELAY= 1.0213E+01,JOB TIME ACCUM= 1.1298E+01
STEP= 4.SITE= 12
PROS TIME= 0.0000E+00,LINE DELAY= 2.5532E+00,JOB TIME ACCUM= 1.3852E+01
STEP= 5,SITE= 5

```
```

    PGOS TIME= 7.1603E-03 ,LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 1.3859E+01
    STEP= 6 ,SINE= 5
PROS TIME= 9.5471E-02 ,LINE DEEAY= 0.0000E+00, JOB TIME ACCUM= 1.3954E+01
STEP= 7,SITE= 5
PROS TIME= 5.7283E-01 ,LINE DELAY = 0.0000E+00, JOB TIME ACCOM= 1.4527E+01
STEP= 8 .SITE= 5
PROS TIME= 7.1603E-03 ,IINE DELAY= 1.6340E+01 .JOB TIME ACCOM= 3.0875E+01
STEP= 9,SINE= 12
PROS TIME= 0.0000E+00, LINE DELAY = 2.5532E-01 ,JOB TIME ACCOM= 3.1130E+01
STEP= 10,SITE= 5
PEOS TIME= 7.1603E-04 , LINE DELAY= 0.0000E+00 ,JOB TIME ACCOM= 3.1131E+01
STEP=11 ,SITE= 5
PROS TIME= 9.5471E-02 ,LINE DELAY = 0.0000E+00 ,JOB TIME ACCUM= 3.1226E+01
STEE= 12,SITE= 5
PGOS TIME= 5.7283E-02 ,LINE DELAY= 1.0213E+01 ,JOB TIME ACCUM= 4.1496E+01
STEP= 13,SITE= 12
PROS TIME= 0.0000E+00, LINE DELAY = 0.0000E+00 ,JOB TIME ACCUM= 4.1496E+01
JOB= 12
STEP= 1,SIIE= 13
PROS TIME= 0.0000 P+00, LINE DELAY= 1.0213E+00, JOB TIME ACCUM= 1.0213E+00
STEP=: 2,SITE= 5
PROS TIME= 7.1603E-03, LINE DELAY = 0.0000E+00, JOB TIME ACCUH= 1.0284E+00
STEP= 3,SITE= 5
PROS TIME= 5.7283E-02 .LIME DELAY= 1.0213E+01 ,JOB TIME ACCOM= 1.1298E+01
STEP= 4,SINE= 13
PROS TIME= 0.0000E+00 , LINE DELAY= 2.5532E+00 ,JOB TIME ACCUM= 1.3852E+01
STEP= 5,SITE= 5
PROS TIME= 7.1603E-03 ,IINE DELAY= 0.0000E+00 ,JOB TIME ACCUK= 1.3859E+01
STEP=6,SIIE= 5
PFOS TIME= 9.5471E-02 ,LINE DELAY = 0.0000E+00, JOB TIME ACCUM= 1.3954E+01
STEP= 7,SITE= 5
PROS TIME= 5.7283E-01, LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM= 1.4527E+01
STEP= 8,SIIE= 5
PHOS TIME= 7.1603E-03,IINE DELAY= 1.6340E+01, JOB TIME ACCUM= 3.0875E+01
STEP= 9,SITE= 13

```
```

    PROS TIME= 0.0000E+00, LINE DELAY= 2.5532E-01, JOB TIME ACCUM= 3.1130E+01
    STEP= 10,SITE= 5
PROS TIME= 7.1603E-04 .LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 3.1131E+01
STEP= 11.SITE= 5
PROS TIME= 9.5471E-02 .LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM= 3.1226E+01
STEP= 12,SITB= 5
PROS TIME= 5.7283E-02 ,LINE DELAY= 1.0213E+01,JOB TIME ACCUM= 4.1496E+01
STEP= 13.SITB= 13
PROS TIME= 0.0000E+00. LINE DELAY= 0.0000E+00 .JOB TIME ACCUM= 4.1496E+01
LINE 1 COST 178.94
LINE 2 COST 178.94
LINE 3 COST 178.94
LINE 4 COST 178.94
LINE 5, COST 178.94
LINE 6 COST 178.94
LINE 7 COST 178.94
LINE 8 COST 178.94
LINE G COST 178.94
IINE 10 COST 173.94
LINE 11 COST 178.94
IINE 12: COST 178.94

| SITE | 1 | PROCESSOR COST | 30.00 |
| :--- | ---: | :--- | ---: |
| SITE | 2 | PROCESSOR COST | 30.00 |
| SITE | 3 PROCESSCR COST | 30.00 |  |
| SITE | 4 | PROCESSCR COST | 30.00 |
| SITE | 5 | PROCESSCR COST | 13103.40 |
| SITE | 6 PFOCESSCR COST | 30.00 |  |
| SITE | 71 | PROCESSOR COST | 30.00 |
| SITE | \& PFOCESSCR COST | 30.00 |  |
| SITE | 9 PFOCESSCR COST | 30.00 |  |
| SITE | 10 | PROCESSCR COST | 30.00 |
| SITE | 11 PEOCESSCR COST | 30.00 |  |
| SITE | 12 PEOCESSCR COST | 30.00 |  |

```

SITE 13 PROCESSCR COST TOTAL HINE COST= 2147.28 ,TOTAL PROS COST= 13463.40 ,TOTAL COST= 15610 END OF NETMORK ANALYSIS
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XVI. APPENDIX \(\mathrm{H}:\) OUTPUT DATA SET FOR THE CENTAALIZED CONFIGUKATION

\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline & & Status & XDIST & YDIST & pros & pros load & PROS OF \\
\hline & & \(0 / 2\) & <9999.9 & <9999.9 & 1/10 & m. Mmmmesnn & M. MMMMESNN \\
\hline SITE & 1 & 2 & 10.0 & 10.0 & 2 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline SITE & 2 & 2 & 70.0 & 70.0 & 2 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline SITE & 3 & 2 & 10.0 & 70.0 & 2 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline SITE & 4 & 2 & 70.0 & 10.0 & 2 & 0.0000E+00 & \(0.0000 \mathrm{E}+00\) \\
\hline SITE & 5 & 2 & 40.0 & 40.0 & 8 & 6.2882E-02 & 4. 1922E-02 \\
\hline SITE & \% & 2 & 10.0 & 10.0 & 2 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline SITE & 7 & 2 & 70.0 & 70.0 & 2 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline SITE & B & 2 & 10.0 & 70.0 & 2 & \(0.0000 E+00\) & 0.0000E+00 \\
\hline SITE & 9 & 2 & 70.0 & 10.0 & 2 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline SITE & 10 & 2 & 10.0 & 10.0 & 2 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline SITE & 11 & 2 & 70.0 & 70.0 & & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline SITE & 1.2 & 2 & 10.0 & 70.0 & 2 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline SITE & 13 & 2 & 70.0 & 10.0 & 2 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{\multirow{2}{*}{I NKIIN}} & INSITE & FINSITE & L TYPE & L LOAD & L UF \\
\hline & & 0, 25 & 0/25 & 0/10 & M. UMMMESNN & M. MMABESNN \\
\hline LINE & 1 & 1 & 5 & 2 & 2.2083E+01 & 1.8403E-01 \\
\hline LINE & 2 & 2 & 5 & 2 & 2.2083E+01 & 1.8403E-01 \\
\hline LINE & 3 & 3 & 5 & 2 & \(2.2083 \mathrm{E}+01\) & 1.8403E-01 \\
\hline LINE & 4 & 4 & 5 & 2 & 2.2083E+01 & \(1.8403 \mathrm{E}-01\) \\
\hline LINE & 5 & 6 & 5 & 2 & 2. \(2083 \mathrm{E}+01\) & \(1.8403 \mathrm{E}-01\) \\
\hline LINE & 6 & 7 & 5 & 2 & \(2.2083 \mathrm{E}+01\) & \(1.8403 \mathrm{E}-01\) \\
\hline LINE & 7 & 8 & 5 & 2 & \(2.2083 \mathrm{E}+01\) & \(1.8403 \mathrm{E}-01\) \\
\hline LINE & 1 & 9 & 5 & 2 & \(2.2083 \mathrm{E}+01\) & 1.8403E-01 \\
\hline LINE & 9 & 10 & 5 & 2 & \(2.2083 \mathrm{E}+01\) & \(1.8403 \mathrm{E}-01\) \\
\hline LINE & 1) & 11 & 5 & 2 & 2.2083E+01 & 1.8403E-01 \\
\hline LINE & 11 & 12 & 5 & 2 & \(2.2083 E+01\) & \(1.8403 \mathrm{E}-01\) \\
\hline LINE & 1.2 & 13 & 5 & 2 & 2.2083E+01 & 1.8403E-01 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{3}{*}{} & \multicolumn{2}{|r|}{\multirow[t]{2}{*}{}} & \multicolumn{3}{|c|}{available proce} & \multirow[b]{2}{*}{MEDIA} & \multirow[t]{2}{*}{Chan rate} & \multirow[t]{2}{*}{PCOST} \\
\hline & & & I Rate & PRIMS TK & SCNDSTR & & & \\
\hline & & & M. MMMMESNN & M. mmmuesnn & M. MMIMESNN & CODE & M. Mmames nn & \(<999999.99\) \\
\hline PTYPR & 1 & 1 & 0.0000E+00 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & \(3.0000 \mathrm{E}+01\) & 20.00 \\
\hline PTYPE & 2 & 1 & 0.000.0E+00 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & \(2.4000 \mathrm{E}+02\) & 30.00 \\
\hline PTYPE & 3 & 2 & \(5.3000 \mathrm{E}-01\) & \(1.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & \(1.0000 \mathrm{E}+06\) & 34.70 \\
\hline PTYPE & 4 & 2 & 7.6000E-01 & \(3.2000 \mathrm{E}+01\) & 1.5000E-01 & 1 & \(2.0000 \mathrm{E}+06\) & 80.00 \\
\hline PTYPE & 5 & 2 & 5.7000E-01 & \(3.2000 \mathrm{E}+01\) & 5.1200E-01 & 1 & \(1.6600 \mathrm{E}+06\) & 200.00 \\
\hline PTYPE & 6 & 3 & 9. \(8000 \mathrm{E}-01\) & \(6.4000 \mathrm{E}+01\) & \(5.0000 \mathrm{E}+00\) & 1 & \(2.0000 \mathrm{E}+06\) & 550.00 \\
\hline PTYPE & 7 & 3 & \(1.0000 \mathrm{E}+01\) & \(1.2800 \mathrm{E}+02\) & \(2.8000 \mathrm{E}+01\) & 4 & \(1.5000 \mathrm{E}+06\) & 2931.40 \\
\hline PTYPE & 8 & 4 & 1. \(5000 \mathrm{E}+00\) & \(5.2400 \mathrm{E}+02\) & \(8.0000 \mathrm{E}+02\) & 7 & 1.3000E+06 & 13103.40 \\
\hline PTYPE & 9 & 4. & \(2.0000 \mathrm{E}+0\) & 4.0000Et+03 & 1.6000E+03 & 7 & \(1.5000 \mathrm{E}+06\) & 84172.00 \\
\hline
\end{tabular}

CHARACTERISTICS OF AVAILABLE LINES
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline & & xmsn rate & LPCOST & 1. VCST 1 & Lucst 2 & LVCST3 & LVCST4 & LVCST5 \\
\hline & & M. Hinmmesnn & <9999.9 & <99.99 & <99.99 & \(<99.99\) & <99.99 & \(<99.99\) \\
\hline LTXEE & 1 & \(3.0000 \mathrm{E}+01\) & 73.0 & 3.30 & 2.31 & 1.65 & 1.16 & 0.83 \\
\hline LTYPE & 2 & 1.2000E+02 & 81.0 & 3.30 & 2.31 & 1.65 & 1.16 & 0.83 \\
\hline LTYPE & 3 & \(2.4000 \mathrm{E}+02\) & 153.0 & 3.30 & 2.31 & 1.65 & 1.16 & 0.83 \\
\hline LTYPE & 4 & 4.8000E+02 & 213.0 & 3.30 & 2.31 & 1.65 & 1.16 & 0.83 \\
\hline LTYFE & 5 & \(9.6000 \mathrm{E}+02\) & 433.0 & 3.30 & 2.31 & 1.65 & 1.16 & 0.83 \\
\hline LTYPE & 6 & \(1.9200 \mathrm{E}+03\) & 850.0 & 3.00 & 3.00 & 3.00 & 3.00 & 3.00 \\
\hline LTYPE & 7 & \(5.0000 \mathrm{E}+03\) & 850.0 & 6.00 & 6.00 & 6.00 & 6.00 & 6.00 \\
\hline LTYPE & 8 & \(2.3000 \mathrm{E}+04\) & 1250.0 & 30.00 & 30.00 & 30.00 & 30.00 & 30.00 \\
\hline
\end{tabular}
\begin{tabular}{lllll} 
FCNTYPE & 4 & \(1.0000 \mathrm{E}+05\) & \(1.6000 \mathrm{E}+01\) & \(2.0000 \mathrm{E}+00\) \\
FCNTYPE & 5 & \(6.0000 \mathrm{E}+05\) & \(1.2800 \mathrm{E}+02\) & \(6.4000 \mathrm{E}+01\) \\
PCNTYPE & 6 & \(7.5000 \mathrm{E}+02\) & \(0.0000 \mathrm{E}+00\) & \(8.0000 \mathrm{E}+00\) \\
FCNTYPE & 7 & \(1.0000 \mathrm{E}+05\) & \(1.2800 \mathrm{E}+02\) & \(6.4000 \mathrm{E}+01\)
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|}
\hline & & \[
\underset{1 / 10}{\text { MEDIUM }} \quad \underset{\sim}{\text { M. }}
\] & \begin{tabular}{l}
FILE SIZE \\
H. HMMIESNN
\end{tabular} & & \\
\hline FILETyPE & 1 & 15. & \(5.0000 \mathrm{E}-02\) & & \\
\hline FIL ETMPE & 2 & 13. & 3.0000E-02 & & \\
\hline FILETMPE & 3 & 24. & \(4.0000 \mathrm{E}+02\) & & \\
\hline \multirow[t]{3}{*}{JOBS IN} & \multicolumn{2}{|l|}{WOFIKLOAD} & & & \\
\hline & \#J STPS & arvi rate & RSPNS TIME & FRSTEP\# & LASTEP\# \\
\hline & 1/99 & M. MMMaESNN & M. MAMMESNN & 1/250 & 1/250 \\
\hline JOB 1 & 13 & 5.5555E-03 & 4. \(1496 \mathrm{E}+01\) & 1 & 13 \\
\hline JOB 2 & 13 & 5. \(5555 \mathrm{E}-03\) & 4. \(1496 \mathrm{E}+01\) & 14 & 26 \\
\hline JOE 3 & 13 & 5.5555E-03 & \(4.1496 E+01\) & 27 & 39 \\
\hline JOB 4 & 13 & 5.5555E-03 & 4. \(1496 \mathrm{E}+01\) & 40 & 52 \\
\hline JOB 5 & 13 & \(5.5555 \mathrm{E}-03\) & \(4.1496 \mathrm{E}+01\) & 53 & 65 \\
\hline J0B 6 & 13 & 5.5555E-03 & \(4.1496 E+01\) & 66 & 78 \\
\hline JOB 7 & 13 & 5.5555E-03 & \(4.1496 E+01\) & 79 & 91 \\
\hline JOB 8 & 13 & 5. \(5555 \mathrm{E}-03\) & 4.1496E+01 & 92 & 104 \\
\hline Jов 9 & 13 & 5. 5555E-03 & \(4.1496 E+01\) & 105 & 117 \\
\hline JOB 10 & 13 & 5.5555E-03 & 4.1496E+01 & 118 & 130 \\
\hline Jов 11 & 13 & 5. 5555E-03 & \(4.1496 \mathrm{E}+01\) & 131 & 143 \\
\hline JOB 12 & 13 & 5.5555E-03 & 4. \(1496 \mathrm{E}+01\) & 144 & 156 \\
\hline
\end{tabular}
```

E\&Q REQ MSG
<99 <99 M.MMMMESNN <4 <4 <50 <99 1/25 M.MM:MMESNN M.MMMMESNN B B B B

```
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline JST P & 1 & 1 & 0 & \(1.0000 \mathrm{E}+02\) & 2 & 1 & 1 & \\
\hline JST F & 2 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 1 & 2 \\
\hline JSTP & 3 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 1 & 3 \\
\hline JSTP & 4 & 1 & 0 & 2. \(5000 \mathrm{E}+02\) & 0 & 0 & 1 & 4 \\
\hline JST P' & 5 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 1 & 5 \\
\hline JST P & 6 & 4 & 2 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 1 & 6 \\
\hline JST P & 7 & 5 & 3 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 1 & 7 \\
\hline JST P & 8 & 2 & 0 & 1. \(6000 \mathrm{E}+03\) & 0 & 0 & 1 & 8 \\
\hline JSTP & 9 & 1 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 1 & 9 \\
\hline JST P & 10 & 6 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 1 & 10 \\
\hline JST \({ }^{\text {P }}\) & 11 & 7 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 1 & 11 \\
\hline JST P & 12 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 1 & 12 \\
\hline JST P & 13 & 1 & 0 & 0.0000E+00 & 2 & 1 & 1 & 13 \\
\hline JST P & 14 & 1 & 0 & \(1.0000 \mathrm{E}+02\) & 2 & 1 & 2 & 1 \\
\hline JSTP & 15 & 2 & 0 & 2.5000E+02 & 0 & 0 & 2 & 2 \\
\hline JSTP & 16 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 2 & 3 \\
\hline JSTP & 17 & 1 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 2 & 4 \\
\hline JST P & 18 & 2 & 0 & 2.5000E+02 & 0 & 0 & 2 & 5 \\
\hline JST P & 19 & 4 & 2 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 2 & 6 \\
\hline JST P & 20 & 5 & 3 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 2 & 7 \\
\hline JST \({ }^{\text {P }}\) & 21 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 2 & 8 \\
\hline JST P & 22 & 1 & 0 & 2.5000E+01 & 0 & 0 & 2 & 9 \\
\hline JSTP & 23 & 16 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 2 & 10 \\
\hline JST F & 24 & 7 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 2 & 11 \\
\hline JST P & 25 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 2 & 12 \\
\hline JST P & 26 & 1 & 0 & \(0.0000 \mathrm{E}+00\) & 2 & 1 & 2 & 13 \\
\hline JST \({ }^{\text {P }}\) & 27 & 1 & 0 & 1.0000E+02 & 2 & 1 & 3 & 1 \\
\hline JSTP & 28 & 2 & 0 & 2.5000E +02 & 0 & 0 & 3 & 2 \\
\hline JST P & 29 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 3 & 3 \\
\hline JST \({ }^{\text {P }}\) & 30 & 1 & 0 & 2. \(5000 \mathrm{E}+02\) & 0 & 0 & 3 & 4 \\
\hline JSTP' & 31 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 3 & 5 \\
\hline JSTP & 32 & 4 & 2 & \(1.6000 \mathrm{e}+03\) & 0 & 0 & 3 & 6 \\
\hline JSTP & 33 & 5 & 3 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 3 & 7 \\
\hline JST P & 34 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 3 & 8 \\
\hline JST P & 35 & 1 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 3 & 9 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline & & & & & & \\
\hline & 7.1603E & & & & & \\
\hline & \(5.7283 \mathrm{E}-02\) & 1.0213 E & & & & \\
\hline & 0.0000E & \(2.5532 \mathrm{E}+00\) & & 0 & & \\
\hline & 7.1603 E & 0.0000 & & & & \\
\hline & 71 E & 0.0000 & & & & \\
\hline & 5.7283 E & \(0.0000 \mathrm{E}+00\) & & & & \\
\hline 5 & 7.1603E-03 & \(1.6340 \mathrm{E}+01\) & & & & \\
\hline & 0000E & \(2.5532 \mathrm{E}-0\) & & & & \\
\hline & 03E & 0.0000 & & & & \\
\hline & \(9.5471 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & & & & \\
\hline 5 & \(7283 \mathrm{E}-02\) & \(1.0213 \mathrm{E}+01\) & & & & \\
\hline & OE+00 & \(0.0000 \mathrm{E}+00\) & & & & \\
\hline & - & 1.0213 & & & & \\
\hline & 7.1603E-03 & \(0.0000 \mathrm{E}+00\) & & & & \\
\hline & \(5.7283 \mathrm{E}-02\) & \(1.0213 \mathrm{E}+0\) & & & & \\
\hline & 0.0 & 2. & & & & \\
\hline & 7.1603E-03 & 0.00 & & & & \\
\hline & \(9.5471 \mathrm{E}-0\) & \(0.0000 \mathrm{E}+00\) & & & & \\
\hline & 3E-01 & \(0.0000 \mathrm{E}+00\) & & & & \\
\hline & 163E-03 & \(1.6340 \mathrm{E}+0\) & & & & \\
\hline & 00 E & 2.5532 & & & & \\
\hline & 7.1603E-0 & 0.0000E+00 & & & & \\
\hline & 1E-02 & \(0.0000 \mathrm{E}+00\) & & & & \\
\hline & \(7283 \mathrm{E}-0\) & \(1.0213 \mathrm{E}+01\) & & & & \\
\hline & 0000E+00 & \(0.0000 \mathrm{E}+00\) & & & & \\
\hline & . \(0000 \mathrm{E}+00\) & \(1.0213 \mathrm{E}+0\) & & & & \\
\hline & \(03 \mathrm{E}-03\) & 0.0000E+00 & & & & \\
\hline & \(7283 \mathrm{E}-02\) & \(1.0213 \mathrm{E}+0\) & & & & \\
\hline & . \(0000 \mathrm{E}+0\) & \(2.5532 \mathrm{E}+00\) & & & & \\
\hline & 7.1603E-03 & 0.0000E+00 & & & & \\
\hline & 9.5471E-02 & \(0.0000 \mathrm{E}+00\) & & & & \\
\hline & 5.7283E-01 & \(0.0000 \mathrm{E}+00\) & & 0 & & \\
\hline & 7.1603E-03 & & & 0 & & \\
\hline & \(0.0000 \mathrm{E}+00\) & 2.5532E & & & & \\
\hline
\end{tabular}
\begin{tabular}{llllllllr} 
& & & 0 & \\
JSTP & 36 & 6 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 3 & 10 \\
JSTP & 37 & 7 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 3 & 11 \\
JSTP & 38 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 3 & 12 \\
JSTP & 39 & 1 & 0 & \(0.0000 \mathrm{E}+00\) & 2 & 1 & 3 & 13 \\
JST P & 40 & 1 & 0 & \(1.0000 \mathrm{E}+02\) & 2 & 1 & 4 & 1 \\
JSTP & 41 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 4 & 2 \\
JSTP & 42 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 4 & 3 \\
JSTP & 43 & 1 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 4 & 4 \\
JSTP & 4.4 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 4 & 5 \\
JST P & 45 & 4 & 2 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 4 & 6 \\
JSTP & 46 & 5 & 3 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 4 & 7 \\
JSTP & 4.7 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 4 & 8 \\
JSTP & 48 & 1 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 4 & 9 \\
JSTP & 49 & 6 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 4 & 10 \\
JSTP & 50 & 7 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 4 & 11 \\
JSTP & 51 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 4 & 12 \\
JSTP & 52 & 1 & 0 & \(0.0000 \mathrm{E}+00\) & 2 & 1 & 4 & 13 \\
JSTP & 53 & 1 & 0 & \(1.0000 \mathrm{E}+02\) & 2 & 1 & 5 & 1 \\
JSTP & 54 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 5 & 2 \\
JSTP & 55 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 5 & 3 \\
JSTP & 56 & 1 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 5 & 4 \\
JSTP & 57 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 5 & 5 \\
JSTP & 58 & 4 & 2 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 5 & 6 \\
JSTP & 59 & 5 & 3 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 5 & 7 \\
JSTP & 60 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 5 & 8 \\
JSTP & 61 & 1 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 5 & 9 \\
JSTP & 62 & 6 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 5 & 10 \\
JSTP & 63 & 7 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 5 & 11 \\
JSTP & 64 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 5 & 12 \\
JSTP & 65 & 1 & 0 & \(0.0000 \mathrm{E}+00\) & 2 & 1 & 5 & 13 \\
JSTP & 66 & 1 & 0 & \(1.0000 \mathrm{E}+02\) & 2 & 1 & 6 & 1 \\
JSTP & 67 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 6 & 2 \\
JSTP & 68 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 6 & 3 \\
JSTP & 69 & 1 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 6 & 4 \\
JSTP & 70 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 6 & 5
\end{tabular}
\begin{tabular}{llllllll}
5 & \(7.1603 \mathrm{E}-04\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(9.5471 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(5.7283 \mathrm{E}-02\) & \(1.0213 \mathrm{E}+01\) & 0 & 0 & 0 & 1 \\
3 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
4 & \(0.0000 \mathrm{E}+00\) & \(1.0213 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
5 & \(7.1603 \mathrm{E}-03\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(5.7283 \mathrm{E}-02\) & \(1.0213 \mathrm{E}+01\) & 0 & 0 & 0 & 1 \\
4 & \(0.0000 \mathrm{E}+00\) & \(2.5532 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
5 & \(7.1603 \mathrm{E}-03\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(9.5471 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(5.7283 \mathrm{E}-01\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(7.1603 \mathrm{E}-03\) & \(1.6340 \mathrm{E}+01\) & 0 & 0 & 0 & 1 \\
4 & \(0.0000 \mathrm{E}+00\) & \(2.5532 \mathrm{E}-01\) & 1 & 0 & 0 & 0 \\
5 & \(7.1603 \mathrm{E}-04\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(9.5471 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(5.7283 \mathrm{E}-02\) & \(1.0213 \mathrm{E}+01\) & 0 & 0 & 0 & 1 \\
4 & 0.000 & \(0 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
6 & \(0.0000 \mathrm{E}+00\) & \(1.0213 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
5 & \(7.1603 \mathrm{E}-03\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(5.7283 \mathrm{E}-02\) & \(1.0213 \mathrm{E}+01\) & 0 & 0 & 0 & 1 \\
6 & \(0.0000 \mathrm{E}+00\) & \(2.5532 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
5 & \(7.1603 \mathrm{E}-03\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(9.5471 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(5.7283 \mathrm{E}-01\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(7.1603 \mathrm{E}-03\) & \(1.6340 \mathrm{E}+01\) & 0 & 0 & 0 & 1 \\
6 & \(0.0000 \mathrm{E}+00\) & \(2.5532 \mathrm{E}-01\) & 1 & 0 & 0 & 0 \\
5 & \(7.1603 \mathrm{E}-04\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(9.5471 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(5.7283 \mathrm{E}-02\) & \(1.0213 \mathrm{E}+01\) & 0 & 0 & 0 & 1 \\
6 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
7 & \(0.0000 \mathrm{E}+00\) & \(1.0213 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
5 & \(7.1603 \mathrm{E}-03\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(5.7283 \mathrm{E}-02\) & \(1.0213 \mathrm{E}+01\) & 0 & 0 & 0 & 1 \\
7 & \(0.0000 \mathrm{E}+00\) & \(2.5532 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
5 & \(7.1603 \mathrm{E}-03\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1
\end{tabular}
\begin{tabular}{llllllllr} 
& & & \\
JST P & 71 & 4 & 2 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 6 & 6 \\
JSTP & 72 & 5 & 3 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 6 & 7 \\
JSTP & 73 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 6 & 8 \\
JSTP & 74 & 1 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 6 & 9 \\
JSTP & 75 & 6 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 6 & 10 \\
JSTP & 76 & 7 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 6 & 11 \\
JST & 77 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 6 & 12 \\
JST P & 78 & 1 & 0 & \(0.0000 \mathrm{E}+00\) & 2 & 1 & 6 & 13 \\
JSTP & 79 & 1 & 0 & \(1.0000 \mathrm{E}+02\) & 2 & 1 & 7 & 1 \\
JSTP & 80 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 7 & 2 \\
JSTP & 81 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 7 & 3 \\
JSTP & 82 & 1 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 7 & 4 \\
JSTP & 33 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 7 & 5 \\
JSTP & 84 & 4 & 2 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 7 & 6 \\
JSTP & 35 & 5 & 3 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 7 & 7 \\
JSTP & 36 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 7 & 8 \\
JSTP & 37 & 1 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 7 & 9 \\
JSTP & 38 & 6 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 7 & 10 \\
JSTP & 39 & 7 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 7 & 11 \\
JSTP & 70 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 7 & 12 \\
JSTP & 71 & 1 & 0 & \(0.0000 \mathrm{E}+00\) & 2 & 1 & 7 & 13 \\
JSTP & 72 & 1 & 0 & \(1.0000 \mathrm{E}+02\) & 2 & 1 & 8 & 1 \\
JSTP & 73 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 8 & 2 \\
JSTP & 94 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 8 & 3 \\
JSTP & 95 & 1 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 8 & 4 \\
JSTP & 76 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 8 & 5 \\
JSTP & 97 & 4 & 2 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 8 & 6 \\
JSTP & 78 & 5 & 3 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 8 & 7 \\
JSTP & 99 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 8 & 8 \\
JSTP & 100 & 1 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 8 & 9 \\
JSTP & 101 & 6 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 8 & 10 \\
JSTP & 102 & 7 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 8 & 11 \\
JSTP & 113 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 8 & 12 \\
JSTP & 104 & 1 & 0 & \(0.0000 \mathrm{E}+00\) & 2 & 1 & 8 & 13 \\
JSTP & 105 & 1 & 0 & \(1.0000 \mathrm{E}+02\) & 2 & 1 & 9 & 1
\end{tabular}
\begin{tabular}{llllllll}
5 & \(9.5471 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(5.7283 \mathrm{E}-01\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(7.1603 \mathrm{E}-03\) & \(1.6340 \mathrm{E}+01\) & 0 & 0 & 0 & 1 \\
7 & \(0.0000 \mathrm{E}+00\) & \(2.5532 \mathrm{E}-01\) & 1 & 0 & 0 & 0 \\
5 & \(7.1603 \mathrm{E}-04\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(9.5471 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(5.7283 \mathrm{E}-02\) & \(1.0213 \mathrm{E}+01\) & 0 & 0 & 0 & 1 \\
7 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
8 & \(0.0000 \mathrm{E}+00\) & \(1.0213 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
5 & \(7.1603 \mathrm{E}-03\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(5.7283 \mathrm{E}-02\) & \(1.0213 \mathrm{E}+01\) & 0 & 0 & 0 & 1 \\
8 & \(0.0000 \mathrm{E}+00\) & \(2.5532 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
5 & \(7.1603 \mathrm{E}-03\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(9.5471 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(5.7283 \mathrm{E}-01\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(7.1603 \mathrm{E}-03\) & \(1.6340 \mathrm{E}+01\) & 0 & 0 & 0 & 1 \\
8 & \(0.0000 \mathrm{E}+00\) & \(2.5532 \mathrm{E}-01\) & 1 & 0 & 0 & 0 \\
5 & \(7.1603 \mathrm{E}-04\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(9.5471 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(5.7283 \mathrm{E}-02\) & \(1.0213 \mathrm{E}+01\) & 0 & 0 & 0 & 1 \\
8 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
9 & \(0.0000 \mathrm{E}+00\) & \(1.0213 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
5 & \(7.1603 \mathrm{E}-03\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(5.7283 \mathrm{E}-02\) & \(1.0213 \mathrm{E}+01\) & 0 & 0 & 0 & 1 \\
9 & \(0.0000 \mathrm{E}+00\) & \(2.5532 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
5 & \(7.1603 \mathrm{E}-03\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(9.5471 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(5.7283 \mathrm{E}-01\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(7.1603 \mathrm{E}-03\) & \(1.6340 \mathrm{E}+01\) & 0 & 0 & 0 & 1 \\
9 & \(0.0000 \mathrm{E}+00\) & \(2.5532 \mathrm{E}-01\) & 1 & 0 & 0 & 0 \\
5 & \(7.1603 \mathrm{E}-04\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(9.5471 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(5.7283 \mathrm{E}-02\) & \(1.0213 \mathrm{E}+01\) & 0 & 0 & 0 & 1 \\
9 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
10 & \(0.0000 \mathrm{E}+00\) & \(1.0213 \mathrm{E}+00\) & 1 & 0 & 0 & 0
\end{tabular}
\begin{tabular}{llllllllr} 
& & & 0 & \\
JSTP & 106 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 9 & 2 \\
JSTP & 107 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 9 & 3 \\
JSTP & 108 & 1 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 9 & 4 \\
JSTP & 109 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 9 & 5 \\
JSTF & 110 & 4 & 2 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 9 & 6 \\
JSTP & 111 & 5 & 3 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 9 & 7 \\
JSTP & 112 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 9 & 8 \\
JSTP & 113 & 1 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 9 & 9 \\
JST P & 114 & 6 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 9 & 10 \\
JST & 115 & 7 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 9 & 11 \\
JSTP & 116 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 9 & 12 \\
JSTE & 117 & 1 & 0 & \(0.0000 \mathrm{E}+00\) & 2 & 1 & 9 & 13 \\
JSTP & 118 & 1 & 0 & \(1.0000 \mathrm{E}+02\) & 2 & 1 & 10 & 1 \\
JST & 119 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 10 & 2 \\
JSTP & 120 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 10 & 3 \\
JSTP & 121 & 1 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 10 & 4 \\
JSTP & 122 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 10 & 5 \\
JST & 123 & 4 & 2 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 10 & 6 \\
JSTP & 124 & 5 & 3 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 10 & 7 \\
JSTF & 125 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 10 & 8 \\
JSTP & 126 & 1 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 10 & 9 \\
JSTP & 127 & 6 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 10 & 10 \\
JSTP & 128 & 7 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 10 & 11 \\
JSTP & 129 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 10 & 12 \\
JSTP & 130 & 1 & 0 & \(0.0000 \mathrm{E}+00\) & 2 & 1 & 10 & 13 \\
JSTP & 131 & 1 & 0 & \(1.0000 \mathrm{E}+02\) & 2 & 1 & 11 & 1 \\
JSTP & 132 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 11 & 2 \\
JSTP & 133 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 11 & 3 \\
JSTP & 134 & 1 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 11 & 4 \\
JSTP & 135 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 11 & 5 \\
JSTP & 136 & 4 & 2 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 11 & 6 \\
JSTP & 137 & 5 & 3 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 11 & 7 \\
JSTP & 138 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 11 & 8 \\
JSTP & 139 & 1 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 11 & 9 \\
JSTP & 140 & 6 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 11 & 10
\end{tabular}
\begin{tabular}{rllllll}
5 & \(7.1603 \mathrm{E}-03\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(5.7283 \mathrm{E}-02\) & \(1.0213 \mathrm{E}+01\) & 0 & 0 & 0 & 1 \\
10 & \(0.0000 \mathrm{E}+00\) & \(2.5532 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
5 & \(7.1603 \mathrm{E}-03\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(9.5471 \mathrm{E}-02\) & \(0.000 \mathrm{P}+00\) & 0 & 0 & 0 & 1 \\
5 & \(5.7283 \mathrm{E}-01\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(7.1603 \mathrm{E}-03\) & \(1.63340 \mathrm{E}+01\) & 0 & 0 & 0 & 1 \\
10 & \(0.0000 \mathrm{E}+00\) & \(2.5532 \mathrm{E}-01\) & 1 & 0 & 0 & 0 \\
5 & \(7.1603 \mathrm{E}-04\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(9.5471 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(5.7283 \mathrm{E}-02\) & \(1.0213 \mathrm{E}+01\) & 0 & 0 & 0 & 1 \\
10 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
11 & \(0.0000 \mathrm{E}+00\) & \(1.0213 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
5 & \(7.1603 \mathrm{E}-03\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(5.7283 \mathrm{E}-02\) & \(1.0213 \mathrm{E}+01\) & 0 & 0 & 0 & 1 \\
11 & \(0.0000 \mathrm{E}+00\) & \(2.5532 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
5 & \(7.1603 \mathrm{E}-03\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(9.5471 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(5.7283 \mathrm{E}-01\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(7.1603 \mathrm{E}-03\) & \(1.6340 \mathrm{E}+01\) & 0 & 0 & 0 & 1 \\
11 & \(0.0000 \mathrm{E}+00\) & \(2.5532 \mathrm{E}-01\) & 1 & 0 & 0 & 0 \\
5 & \(7.1603 \mathrm{E}-04\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(9.5471 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(5.7283 \mathrm{E}-02\) & \(1.0213 \mathrm{E}+01\) & 0 & 0 & 0 & 1 \\
11 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
12 & \(0.0000 \mathrm{E}+00\) & \(1.0213 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
5 & \(7.1603 \mathrm{E}-03\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(5.7283 \mathrm{E}-02\) & \(1.0213 \mathrm{E}+01\) & 0 & 0 & 0 & 1 \\
12 & \(0.0000 \mathrm{E}+00\) & \(2.5532 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
5 & \(7.1603 \mathrm{E}-03\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(9.5471 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(5.7283 \mathrm{E}-01\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
5 & \(7.1603 \mathrm{E}-03\) & \(1.6340 \mathrm{E}+01\) & 0 & 0 & 0 & 1 \\
12 & \(0.0000 \mathrm{E}+00\) & \(2.5532 \mathrm{E}-01\) & 1 & 0 & 0 & 0 \\
5 & \(7.1603 \mathrm{E}-04\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1
\end{tabular}
\begin{tabular}{lllllllllrllllllll} 
\\
JST P & 141 & 7 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 11 & 11 & & 5 & \(9.5471 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
JSTP & 142 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 11 & 12 & 5 & \(5.7283 \mathrm{E}-02\) & \(1.0213 \mathrm{E}+01\) & 0 & 0 & 0 & 1 \\
JSTP & 143 & 1 & 0 & \(0.0000 \mathrm{E}+00\) & 2 & 1 & 11 & 13 & 12 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
JSTP & 144 & 1 & 0 & \(1.0000 \mathrm{E}+02\) & 2 & 1 & 12 & 1 & 13 & \(0.0000 \mathrm{E}+00\) & \(1.0213 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
JSTP & 145 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 12 & 2 & 5 & \(7.1603 \mathrm{E}-03\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
JSTE & 146 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 12 & 3 & 5 & \(5.7283 \mathrm{E}-02\) & \(1.0213 \mathrm{E}+01\) & 0 & 0 & 0 & 1 \\
JSTP & 147 & 1 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 12 & 4 & 13 & \(0.0000 \mathrm{E}+00\) & \(2.5532 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
JSTP & 148 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 12 & 5 & 5 & \(7.1603 \mathrm{E}-03\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
JSTP & 149 & 4 & 2 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 12 & 6 & 5 & \(9.5471 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
JSTE & 150 & 5 & 3 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 12 & 7 & 5 & \(5.7283 \mathrm{E}-01\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
JSTP & 157 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 12 & 8 & 5 & \(7.1603 \mathrm{E}-03\) & \(1.6340 \mathrm{E}+01\) & 0 & 0 & 0 & 1 \\
JSTP & 152 & 1 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 12 & 9 & 13 & \(0.0000 \mathrm{E}+00\) & \(2.5532 \mathrm{E}-01\) & 1 & 0 & 0 & 0 \\
JSTP & 153 & 6 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 12 & 10 & 5 & \(7.1603 \mathrm{E}-04\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
JSTP & 154 & 7 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 12 & 11 & 5 & \(9.5471 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
JSTE & 155 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 12 & 12 & 5 & \(5.7283 \mathrm{E}-02\) & \(1.0213 \mathrm{E}+01\) & 0 & 0 & 0 & 1 \\
JSTP & 156 & 1 & 0 & \(0.0000 \mathrm{E}+00\) & 2 & 1 & 12 & 13 & 13 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 1 & 0 & 0 & 0
\end{tabular}
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XVII. APPENDIX I:

INPUT DATA SET FOK THE DISTEIEUTED CONFIGURATION
```

PUNCTION SELECTION FOR THIS RON
USE <1> TO INDICATE PUNCTION TO BE SEL,ECTED
cccccc
MFEOUND-VALUES AND ALLOWABLE RANGES
CTILARM-VALUES AND ALLOWABLE RANGES
FROCESSOR CCMPATABILITY MATRICES
lllllll

| PROS |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| CPCN | 1 | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 |
| CFCN | 2 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 |
| CPCN | 3 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 |
| CPCN | 4 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 |
| CFCN | 5 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |
| CPCN | 6 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 |
| CFCN | 7 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |

```
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline & & statul & XDIST & YDIST & Pros & pros load & PROS UF \\
\hline & & 0/2 & \(<9999.9\) & \(<9999.9\) & 1/10 & M.MMMMESNA & M. HMMMESNN \\
\hline SITE & 1 & 2 & 10.0 & 10.0 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline SITE & 2 & 2 & 70.0 & 70.0 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline SITE & 3 & 2 & 10.0 & 70.0 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline SITE & 4 & 2 & 70.0 & 10.0 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline SITE & 5 & 2 & 40.0 & 40.0 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline SITE & 6 & 2 & 10.0 & 10.0 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline SITE & 7 & 2 & 70.0 & 70.0 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline SITE & 8 & 2 & 10.0 & 70.0 & 0 & \(0.0000 \mathrm{E}+00\) & 0.0000E+00 \\
\hline SITE & 9 & 2 & 70.0 & 10.0 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline SITE & 10 & 2 & 10.0 & 10.0 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline SITE & 11 & 2 & 70.0 & 70.0 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline SITE & 12 & 2 & 10.0 & 70.0 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline SITE & 13 & 2 & 70.0 & 10.0 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline
\end{tabular}

LINRING LINE DESCRIPTORS
\begin{tabular}{ccccc} 
INSITE & FINSITE & L TYPE & L LOAD \\
0,25 & \(0 / 25\) & \(0 / 10\) & M.MMMMESNN & M. MMMESNN
\end{tabular}

CHARACTERISIICS OF AVAILABLE PROCESSORS
LVI: I RATE PRIMS!RR SCNDSTE MEDIA CHAN RATE PCOST
    1/10 M. MMMMESN M.MMMESNN M. MMMMESNN CODE M.MMMMESNN <999999.99
PTYPE \(1 \quad 10.0000 \mathrm{E}+000.0000 \mathrm{E}+00 \quad 0.0000 \mathrm{E}+00 \quad 0 \quad 3.0000 \mathrm{E}+01 \quad 20.00\)
ETYPE \(210.0000 \mathrm{E}+000.0000 \mathrm{E}+000.0000 \mathrm{E}+00 \quad 0 \quad 2.4000 \mathrm{E}+02 \quad 30.00\)
PTYPE \(325.3000 \mathrm{E}-011.0000 \mathrm{E}+000.0000 \mathrm{E}+00\) 0 1.0000E+06 34.70
\begin{tabular}{llllllll} 
PTYPE 4 & 2 & \(7.6000 \mathrm{E}-013.2000 \mathrm{E}+01\) & \(1.5000 \mathrm{E}-01\) & 1 & \(2.0000 \mathrm{E}+06\) & 80.00
\end{tabular}

PTYPE \(5 \quad 25.7000 \mathrm{E}-01\) 3.2000E+01 5.1200E-01 1 1.6600E+06 200.00
PTYPE \(6 \quad 39 . E 000 \mathrm{E}-016.4000 \mathrm{E}+015.0000 \mathrm{E}+00 \quad 1 \quad 2.0000 \mathrm{E}+06 \quad 550.00\)
PTYPE \(7 \quad 31.0000 E+011.2800 E+022.8000 E+01 \quad 4 \quad 1.5000 E+06 \quad 2931.40\)
\begin{tabular}{lllllllll} 
PTYPE & 8 & 4 & \(1.5000 \mathrm{E}+00\) & \(5.2400 \mathrm{E}+02\) & \(8.0000 \mathrm{E}+02\) & 7 & \(1.3000 \mathrm{E}+06\) & 13103.40 \\
PTYPE & 9 & 4 & \(2.0000 \mathrm{E}+01\) & \(4.0000 \mathrm{E}+03\) & \(1.6000 \mathrm{E}+03\) & 7 & \(1.5000 \mathrm{E}+06\) & 84172.00
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline CHak & & ISTICS OF A & E & LINES & & & & \\
\hline & & XhSN RATE & LfCOST & LVCST 1 & 1. VCST 2 & LVCST3 & IVCST4 & LVCST5 \\
\hline & & M. MMMMESN & <9999.9 & \(<99.99\) & く99.99 & <99.99 & \(<99.99\) & <99.99 \\
\hline LTYPE & 1 & \(3.0000 \mathrm{E}+01\) & 73.0 & 3.30 & 2.31 & 1.65 & 1.16 & 0.83 \\
\hline LTYPE & 2 & \(1.2000 \mathrm{E}+02\) & 81.0 & 3. 30 & 2.31 & 1.65 & 1.16 & 0.83 \\
\hline LTYPE & 3 & \(2.4000 \mathrm{E}+02\) & 153.0 & 3.30 & 2.31 & 1.65 & 1.16 & 0.83 \\
\hline LTYPE & 4 & \(4.8000 \mathrm{E}+02\) & 213.0 & 3.30 & 2.31 & 1. 65 & 1.16 & 0.83 \\
\hline LTYEE & 5 & \(9.6000 \mathrm{E}+02\) & 433.0 & 3.30 & 2.31 & 1.65 & 1.16 & 0.83 \\
\hline LTYPE & 6 & \(1.9200 \mathrm{E}+03\) & 850.0 & 3.00 & 3.00 & 3.00 & 3.00 & 3.00 \\
\hline LTYPE & 7 & \(5.0000 \mathrm{E}+03\) & 850.0 & 6.00 & 6.00 & 6.00 & 6.00 & 6.00 \\
\hline LTYPE & 8 & \(2.3000 \mathrm{E}+04\) & 1250.0 & 30.00 & 30.00 & 30.00 & 30.00 & 30.00 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|}
\hline & & I STEPS & PCNTSIZE & FCNFSIZE \\
\hline & & M. MHMMESNN & M. MMMMESNN & M. MMMMESNN \\
\hline PCNTYPE & 1 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline FCNTYPE & 2 & \(7.5000 \mathrm{E}+03\) & \(0.0000 \mathrm{E}+00\) & \(8.0000 \mathrm{E}+00\) \\
\hline FCNTYP'E, & 3 & \(6.0000 \mathrm{E}+04\) & \(8.0000 \mathrm{E}+00\) & \(8.0000 \mathrm{E}+00\) \\
\hline PCNTYPS & 4 & \(1.0000 \mathrm{E}+05\) & \(1.6000 \mathrm{E}+01\) & \(2.0000 \mathrm{E}+00\) \\
\hline FCNTYFE & 5 & \(6.0000 \mathrm{E}+05\) & 1.2800E+0:2 & \(6.4000 \mathrm{E}+01\) \\
\hline FCNTYEE & 6 & \(7.5000 \mathrm{E}+02\) & \(0.0000 \mathrm{E}+00\) & \(8.0000 \mathrm{E}+00\) \\
\hline FCNTY FE & 7 & \(1.0000 \mathrm{E}+05\) & \(1.2800 \mathrm{E}+0.2\) & \(6.4000 \mathrm{E}+01\) \\
\hline
\end{tabular}
\begin{tabular}{cccc} 
SOFTGARE FILES & & \\
& & \begin{tabular}{c} 
MEDIUM \\
\(1 / 10\)
\end{tabular} & \begin{tabular}{c} 
MILE SIZE
\end{tabular} \\
FIL ETYPE & 1 & 1 & 5.0000 ESNN
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{\multirow[t]{2}{*}{Jobs IN}} & \begin{tabular}{l}
WORKLOAL \\
*J STRS
\end{tabular} & ARVL RATE & RSPNS TIME & FRSTEP* & LASTEP* \\
\hline & & 1/99 & H. MMGMESNN & M. Muhmeshn & 1/250 & 1/250 \\
\hline JOB & 1 & 13 & 5.5555E-03 & \(0.0000 \mathrm{E}+00\) & 1 & 13 \\
\hline J0B & 2 & 13 & 5.5555E-03 & \(0.0000 \mathrm{E}+00\) & 14 & 26 \\
\hline JOB & 3 & 13 & 5.5555E-03 & \(0.0000 \mathrm{E}+00\) & 27 & 39 \\
\hline JOB & 4 & 13 & 5. \(5555 \mathrm{E}-03\) & \(0.0000 \mathrm{E}+00\) & 40 & 52 \\
\hline JOB & 5 & 13 & 5.5555E-03 & \(0.0000 \mathrm{E}+(00\) & 53 & 65 \\
\hline JOB & 6 & 13 & 5.5555E-03 & \(0.0000 \mathrm{E}+00\) & 66 & 78 \\
\hline JOB & 7 & 13 & 5.5555E-03 & \(0.0000 \mathrm{E}+(00\) & 79 & 91 \\
\hline JOB & 8 & 13 & 5.5555E-03 & \(0.0000 \mathrm{E}+100\) & 92 & 104 \\
\hline JOB & 9 & 13 & 5.5555E-03 & \(0.0000 \mathrm{E}+00\) & 105 & 117 \\
\hline JOB & 10 & 13 & 5.5555E-03 & \(0.0000 \mathrm{E}+00\) & 118 & 130 \\
\hline JOB & 11 & 13 & 5.5555E-03 & \(0.0000 \mathrm{E}+00\) & 131 & 143 \\
\hline JOB & 12 & 13 & 5. \(5555 \mathrm{E}-03\) & \(0.0000 \mathrm{E}+00\) & 144 & 156 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{\multirow[t]{4}{*}{JobSteps}} & \multicolumn{12}{|l|}{IN JOES} \\
\hline & & REQ & REQ & MSG & SP & EQ & OHN & STP & ASND & & & LVL & ASGND \\
\hline & & FCH & FIL & LENGTH & LV & LV & JOB & \# & SITE & PROS TIME & LINE DLY & 1 & 23 \\
\hline & & \(<99\) & \(<99\) & M. MMMESNN & <4 & <4 & <50 & \(<99\) & 1/25 & M. MMiMESNN & M. MMEMESNN & B & B \\
\hline JSTP & 1 & 1 & 0 & \(1.0000 \mathrm{E}+02\) & 2 & 2 & 1 & 1 & 1 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 00 \\
\hline JSTP & 2 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 1 & 2 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 00 \\
\hline JST P & 3 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 1 & 3 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 00 \\
\hline JST P & 4 & 1 & 0 & \(2.5000 \mathrm{E}+02\) & 2 & 2 & 1 & 4 & 0 & 0.0000E+00 & \(0.0000 \mathrm{E}+00\) & 0 & 00 \\
\hline JST P & 5 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 1 & 5 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 00 \\
\hline JSTP & 6 & 4 & 2 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 1 & 6 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 000 \\
\hline JST P & 7 & 5 & 3 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 1 & 7 & 5 & 0.0000E+00 & \(0.0000 \mathrm{E}+00\) & 0 & 000 \\
\hline JST P & 8 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 1 & 8 & & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 \\
\hline JSTP & 9 & 1 & 0 & \(2.5000 \mathrm{E}+01\) & 2 & 2 & , & 9 & & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 00 \\
\hline JSTP & 10 & 6 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 1 & 10 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 00 \\
\hline JSTP & 11 & 7 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 1 & 11 & 5 & 0.0000E+00 & \(0.0000 \mathrm{E}+00\) & 0 & 00 \\
\hline JSTP & 12 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 1 & 12 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 00 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline & & & 0 & \(00+20000^{\circ} 0\) & & \\
\hline & 0 & 0 & 0 & \(00+200\) & 00 & \\
\hline & & & 0 & \(00+70000^{\circ}\) & & \\
\hline & 0 & 0 & 0 & \(00+80000^{\circ}\) & & \\
\hline & 0 & 0 & 0 & \(00+20000^{\circ}\) & 00 & \\
\hline & 0 & 0 & 0 & \(00+20000^{\circ}\) & 00+ & \\
\hline & 0 & 0 & 0 & \(00+40000\) & 00 & \\
\hline & 0 & 0 & 0 & \(0+30000^{\circ}\) & & \\
\hline & 0 & & 0 & & & \\
\hline & 0 & 0 & 0 & \(0+30000^{\circ}\) & 0 & \\
\hline & 0 & 0 & 0 & \(00+30000^{\circ} 0\) & 00+90000 & \\
\hline & 0 & 0 & 0 & \(00+50000^{\circ} 0\) & 00 & \\
\hline & 0 & 0 & 0 & \(0+40000\) & 00 & \\
\hline & 0 & 0 & 0 & \(00+40000^{\circ}\) & & \\
\hline & 0 & 0 & & \(00+70000\) & \(00+50000^{\circ} 0\) & \\
\hline & 0 & 0 & 0 & \(00+70000^{\circ} 0\) & \(00+7000\) & \\
\hline & 0 & 0 & 0 & 00 & 00+ \(00000^{\circ} 0\) & \\
\hline & 0 & 0 & 0 & \(00+50000^{\circ} 0\) & 0 & \\
\hline & 0 & & & \(00+90000^{\circ}\) & 00+70000"0 & \\
\hline & 0 & 0 & & \(0+30000^{\circ} 0\) & \(00+\) & \\
\hline & 0 & 0 & 0 & \(00+90000^{\circ} 0\) & \(00+\) & \\
\hline & 0 & 0 & 0 & \(0+\) & & \\
\hline & 0 & 0 & 0 & \(0+20000\) & 0 & \\
\hline & 0 & 0 & & \(0+90000^{\circ} 0\) & 00 & \\
\hline & 0 & 0 & 0 & \(00+10000^{\circ} 0\) & \(00+\) & \\
\hline & 0 & 0 & 0 & \(00+70000^{\circ} 0\) & 00+70000 & \\
\hline & 0 & 0 & 0 & \(0+\) & 00 & \\
\hline & 0 & 0 & 0 & \(0+90000\) & \(00+50000\) & \\
\hline & 0 & 0 & 0 & 00+ \(20000{ }^{\circ} 0\) & \(00+70000^{\circ} 0\) & \\
\hline & 0 & 0 & 0 & \(00+90000^{\circ} 0\) & 00+70000 & \\
\hline & 0 & 0 & 0 & \(0+800000\) & \(00+70000^{\circ} 0\) & \\
\hline & 0 & 0 & 0 & \(0+70000\) & \(00+40000\) & \\
\hline & 0 & 0 & & 00+ \(30000^{\circ} 0\) & & \\
\hline & 0 & & & \(00+90000^{\circ}\) & \(00+70000^{\circ} 0\) & \\
\hline & 0 & 0 & 0 & \(00+70000^{\circ} 0\) & \(00+90000^{\circ}\) & \\
\hline
\end{tabular}


\begin{tabular}{llllllllr} 
& & & 0 & \(1.0000 \mathrm{E}+02\) & 2 & 1 & 10 & 1 \\
JSTP & 118 & 1 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 10 & 2 \\
JSTP & 119 & 2 & 0 & 20 \\
JSTP & 120 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 10 & 3 \\
JSTP & 121 & 1 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 10 & 4 \\
JSTP & 122 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 10 & 5 \\
JSTP & 123 & 4 & 2 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 10 & 6 \\
JST P & 124 & 5 & 3 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 10 & 7 \\
JSTP & 125 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 10 & 8 \\
JSTP & 126 & 1 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 10 & 9 \\
JSTP & 127 & 6 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 10 & 10 \\
JSTP & 128 & 7 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 10 & 11 \\
JSTP & 129 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 10 & 12 \\
JSTP & 130 & 1 & 0 & \(0.0000 \mathrm{E}+00\) & 2 & 1 & 10 & 13 \\
JSTP & 131 & 1 & 0 & \(1.0000 \mathrm{E}+02\) & 2 & 1 & 11 & 1 \\
JSTP & 132 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 11 & 2 \\
JSTP & 133 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 11 & 3 \\
JSTE & 134 & 1 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 11 & 4 \\
JSTF & 135 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 11 & 5 \\
JSTP & 136 & 4 & 2 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 11 & 6 \\
JSTP & 137 & 5 & 3 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 11 & 7 \\
JSTP & 138 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 11 & 8 \\
JSTP & 139 & 1 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 11 & 9 \\
JSTP & 140 & 6 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 11 & 10 \\
JSTP & 141 & 7 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 11 & 11 \\
JSTP & 142 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 11 & 12 \\
JSTP & 143 & 1 & 0 & \(0.0000 \mathrm{E}+00\) & 2 & 1 & 11 & 13 \\
JSTP & 144 & 1 & 0 & \(1.0000 \mathrm{E}+02\) & 2 & 1 & 12 & 1 \\
JSTP & 145 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 12 & 2 \\
JSTP & 146 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 12 & 3 \\
JSTF & 147 & 1 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 12 & 4 \\
JSTP & 148 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 12 & 5 \\
JSTP & 149 & 4 & 2 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 12 & 6 \\
JSTP & 150 & 5 & 3 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 12 & 7 \\
JSTP & 151 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 12 & 8 \\
JSTP & 152 & 1 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 12 & 9
\end{tabular}
\begin{tabular}{rrlllll}
11 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
5 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
5 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
11 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
12 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
5 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
5 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
12 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
13 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
5 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
1000
\end{tabular}
\begin{tabular}{llllllllllllllll} 
JSTP & 153 & 6 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 12 & 10 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
JSTP & 154 & 7 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 12 & 11 & 5 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
JSTP & 155 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 12 & 12 & 0 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0 \\
JSTP & 156 & 1 & 0 & \(0.0000 \mathrm{E}+00\) & 2 & 1 & 12 & 13 & 13 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 & 0 & 0
\end{tabular}
XVIII. APPENDIX J:

EXECUTION OUTPUT FOR THF DISTRIBUTED CONFIGURATION
```

END OF JOBSTEP TO PROCESSOR ASSIGNMENT
END OF PROCESSOR ASSIGNMENT
BHD OF OPTIMUG locating
START NETUOFK ARALISIS
PROCESSOR 4 SITE 1
MIPS:= 4.0541E-03 UTILIZED= 5.3344E-03
A EIAHM=2.6056E+01 UTILIZED=8.1425E-01
FIXED SCNDSTTR= 0.0000E+00 UTILIZED=0.0000E+00
PROCESSOR 4 SITE 2
MIPS:= 4.0541E-03 OTILIZED= 5.3344E-03
AVRAM= 2.6056E+01 UTILIZED=8.1425E-0,1
FIXED SCRDSTR= 0.0000E+00 UTILIZED=0.0000E+00
PROCESSOR 4 SITE }
MIPS= 4.0541E-03 UTILIZED=5.3344E-03
AVRAM= 2.6056E+01 UTILIZED=8.1425E-01
FIXED SCNDSTR= 0.0000E+00 UTILIZED=0.0000E+00
PROCESSOR 4 SITE 4
MIPS= 4.05418-03 UTILIZED= 5.3344E-03
AVRAM= 2.6056E+01 OTILIZED=8.1425E-01
FIXED SCNDSTR= 0.0000E+00 DTILIZED=0.0000E+00
PROCESSOR 8 SITE 5
MIPS= 4.6666B-02 UTILIZED= 3.1111E-02
AVRAM=1.3198E+02 UTILIZED=2.5187E-01
FIKED SCNDSTR= 4.0000E+02 UTILIZED=5.0000E-01
PROCESSOR 2 SITE }
MIPS = 0.0000E+00 UTILIZED = 0.0000E +00
A VR AM= 0.0000E+00 UTILIZED= 0.0000E+00
FIXED SCNDSTE = 0.0000E+00 DTILIZED = 0.0000E+00
PROCESSOR 2 SITE }
GIPS= 0.0000E+00 UTILIZED= 0.0000E+00
AVRAN= 0.0000E+00 UTILIZED=0.0000E+00
FIXED SCNDSTK= 0.0000E+00 OTILIZED= 0.0000E+00
PROCESSOR 2 SITE 8
GIPS = 0.0000B+00 UTIIIZED=0.0000E+00

```

ATRAM \(=0.0000 \mathrm{E}+00\) UTILIZED \(=0.0000 \mathrm{E}+00\)
FIXED SCNDSTR \(=0.0000 \mathrm{E}+00\) UTILIZED \(=0.0000 \mathrm{E}+00\)
PROCESSOR 2 SITE 9
MIPS \(=0.0000 \mathrm{E}+00\) UTILIZED \(=0.0000 \mathrm{E}+00\)
AVRAM= \(0.0000 \mathrm{E}+00\) 0TILIZED \(=0.0000 \mathrm{E}+00\)
FIXED SCNDSTR \(=0.0000 \mathrm{E}+00\) OIILIIZED \(=0.0000 \mathrm{E}+00\)
PROCESSOR 2 SITE 10
HIPS \(=0.0,000 \mathrm{E}+00\) OTILIZED \(=0.0000 \mathrm{E}+00\)
\(A\) TR AH \(=0.0000 \mathrm{E}+00\) UTILIZED \(=0.0000 \mathrm{E}+00\)
FIXPD SCNDSTR \(=0.0000 \mathrm{E}+00\) UY!ILIZED \(=0.0000 \mathrm{E}+00\)
PROCESSOR 2: SITE 11
MIPS \(=0.0000 \mathrm{E}+00\) UTILIZED \(=0.0000 \mathrm{E}+00\)
AVRAM \(=0.0000 E+00\) OTILIZED \(=0.0000 E+00\)
FIXBD SCNDSTR \(=0.0000 \mathrm{E}+00\) OU:ILIZED \(=0.0000 \mathrm{E}+00\)
PROCESSOR 2 SITE 12
MIPS \(=0.0000 \mathrm{E}+00\) UTILIZED \(=0.0000 \mathrm{E}+00\)
AVEAM \(=0.0000 \mathrm{E}+00\) UTILILED \(=0.0000 \mathrm{E}+00\)
FIXBD SCNDSTR \(=0.0000 \mathrm{E}+00\) UMILLIZED \(=0.0000 \mathrm{E}+00\)
PROCESSOR 2 SITE 13
MIPS \(=0.0000 \mathrm{E}+00\) UTILIZED \(=0.0000 \mathrm{E}+00\)
AVRAM \(=0.0000 \mathrm{E}+00\) UTILIZED \(=0.0000 \mathrm{E}+00\)
FIXED SCNDSTR \(=0.0000 \mathrm{E}+00\) OY:ILIZED \(=0.0000 \mathrm{E}+00\)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline IT C & & , PINSITE & 5 & & & & & , & & & \\
\hline INS IT \({ }^{\text {e }}\) & 2 & TE & 5 & & T & IS & 3 & , LOAD \(=\) & \(7.0416 \mathrm{E}+01\) & , UTILI2E= & \\
\hline INSITR & 3 & & 5 & , & TT & IS & 3 & , LO & \(7.0416 \mathrm{E}+01\) & UTILIZE & \\
\hline INSITH & 4 & , FINSIT & 5 & & P & IS & 3 & , LOA & \(7.0416 \mathrm{E}+01\) & IZE & \(2.9340 \mathrm{E}-01\) \\
\hline INSITE & 6 & , FINSIT & 1 & , & TYp & IS & 0 & , & \(83 \mathrm{E}+01\) & OTILIZE & . \(0000 \mathrm{E}+00\) \\
\hline INSITE & 7 & , EINSITE & 2 & , IINE & type & IS & 0 & LOAD & 2.2083E+01 & IZ & 00 \\
\hline INSITE & 8 & finsite & 3 & LINE & E & IS & 0 & LO & \(2.2083 \mathrm{E}+01\) & UTILIZE & . \(0000 \mathrm{E}+00\) \\
\hline INS ITE & 9 & , PINSITE & 4 & , LINE & Tfic & IS & 0 & , LOAD & 2.2083E+01 & ILIZE & 000E+00 \\
\hline INS ITE & 10 & , FINSITE & 1 & , & YE & IS & 0 & , LOAD & 2.2083E+ 01 & LIZE & \(000 \mathrm{E}+00\) \\
\hline & 11 & SSITE & 2 & NE & 19 & IS & 0 & ALD & 2.2083E+01 & \(12 \mathrm{E}=\) & +00 \\
\hline & 12 & & 3 & & & IS & 0 & & \(2.2083 \mathrm{E}+01\) & , UTILIZE= & 00 \\
\hline & & & & & & & & & & & \\
\hline
\end{tabular}
```

JOB= 1
STEP=1,SITE= 1
PROS TIME= 0.0000E+00 , LINE DELAY= 0.0000E+00 ,JOB TIME ACCOM= 0.0000E+00
STEF= 2,SITE= 1
PROS TIME= 5.3129E-02 ,LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM= 5.3129E-02
STEP= 3,SIYE= 1
PROS TIME= 4.2503E-01 .IINE DELAY= 0.0000E+00 .JOB TIME ACCOM= 4.7816E-01
STEE=4 ,SIME= 1
PGOS TIME= 0.0000E+00 ,LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM= 4.7816E-01
STEP= 5,SITE= 1
PROS TIME= 5.3129E-02 ,LINE DELAT = 0.0000E+00 .JOB TIME ACCUM= 5.3129E-01
STEP= 6,SITE= 1
PROS TIME= 7.0838E-01, LINE DELAY= 9.4348E+00 .JOB TIME ACCUM= 1.0675E+01
STEP= 7,SITE= 5
PROS TIME= 5.3467E-01, LINE DELAY = 9.4348E+00 .JOB TIME ACCDM= 2.0644E+01
STE P= 8,SITE= 1
PROS TIME= 5.3129E-02 .LINE DELAY= 0.0000E+00 .JOB TIAE ACCUM= 2.0697E+01
STEP= 9,SIME= 1
PROS TIME= 0.0000E+00 .LINE DELAY= 0.0000E+00 .JOB TIME ACCUM= 2.0697E+01
STEP=10,SITE= 1
PROS TIME= 5.3129E-03 .LINE DELAY= 1.4742E-01 .JOB TIME ACCOM= 2.0850E+01
STEP= 11,SITE= 5
PROS TIME= 8.9112E-02 ,LINE DELAY= 5.8968E+00 .JOB TIME ACCOM= 2.6836E+01
STEP= 12,SITE= 1
PROS TIME= 4.2503E-01, IINE DELAY= 0.0000E +00 ,JOB TIME ACCOM= 2.726 1E+01
STEP= 13 ,SITE= 1
PROS TIME= 0.0000E+00 . LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 2.7261E+01
JOB= 2
STEP= 1,SITE= 2
PROS TIME= 0.0000E+00 ,LINE DELAT= 0.0000E+00,JOB TIME ACCUM= 0.0000E+00
STEE= 2,SITE= 2
PROS TIME= 5.3129E-02 ,LINE DELAY= 0.0000E+00 ,JOB TIME ACCOM= 5.3129E-02
STEP= 3.SITE= 2
PROS TIME= 4.2503E-01 . LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM= 4.7816E-01
STEP= 4 "SITR= 2

```
```

    PROS TIME= 0.0000E+00,LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 4.7816E-01
    STEP= 5,SITE= 2
PROS TIME= 5.3129E-02 ,LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 5.3129E-01
STEP=6.SITE= 2
PEOS TIKE= 7.0838E-01 .LINE DELAY= 9.4348E+00,JOB TIME ACCUM= 1.0675E+01
STEP= 7.SITP=5
PEOS TIME= 5.3467E-01 ,LINE DELAT= 9.4348E+00,JOB TIME ACCOM= 2.0644E+01
STEP= 8 SITE= 2
PEOS TIME= 5.3129E-02 ,LIAE DELAY= 0.0000E+00 ,JOB TIME ACCUM=
STEP= 9 SITR= 2
PROST TIME= 0.0000E+00 ,LINE DELAY= 0.0000E+00, JOB TIME ACCUM=
STEP= 10 SITE= 2
PHOS TIME= 5.3129E-03 ,LINE DELAY= 1.4742E-01, JOB TIME ACCOM= 2.0850E+01
STEP= 11 STTB= 5
PEOS TIME= 8.9112E-02,LIME DELAY= 5.8968E+00,JOB TIME ACCUM= 2.6836E+01
STEP= 12,SITE=2
PROS TIAE= 4.2503E-01.LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 2.7261E+01
STEE= 13,SITE= 2 0.0000E+00.LIHE DELAY= 0.0000E+00, JOB TIME ACCUM= 2.7261E+01
JOR= 3
STEP= 1 SITE= 3
PEIOS TIMEF 0.0000E+00, LINE DELAY= 0.0000E+00,JOB TIME ACCOM= 0.0000E+00
STEP= 2 STTE= 3
PFIOS TIME= 5.3129E-02 ,LINE DELAI= 0.0000E+00, JOB TIME ACCUM= 5.3129E-02
STEP= 3.SI:TE= 3
PHOS TIME= 4.2503E-01, LINE DELAY= 0.0000E+00, JOB TIME ACCOM= 4.7816E-01
STEP= 4,SITE= 3
PROS TIME= 0.0000E+00, LINE DELAY= 0.0000E+00,JOB TIME ACCOM= 4.7816E-01
STEP= 5,SITE= 3
PROS TIME= 5.3129E-02 ,LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM= 5.3129E-01
STEP= 6.SITTE= 3
PROS TIME= 7.0838E-01 .LINE DELAY= 9.4348E+00 ,JOB TIME ACCUM= 1.0675E+01
STEP= 7,SITE= 5
PROS TIME= 5.3467E-01 LINE DELAT= 9.4348E+00,JOB TIME ACCUM= 2.0644E+01
STEP= 8,S]TE=3

```
```

    PROS TIME=: 5.3129E-02,LIME DELAY= 0.0000E+00, JOB TIME ACCOM= 2.0697E+01
    STEP= 9 .SITE= 3
PHOS TIME= 0.0000E+00,LINE DELAY= 0.0000B+00,JOB TIME ACCUK= 2.0697E+01
STEP=10,SITE= 3
PROS TIME= 5.3129E-03 ,LINE DELAY= 1.4742E-01,JOB TIME ACCUM= 2.0850E+01
STEP= 11 SITE= 5
PROS TIME= 8.9112E-02 ,LINE DELAY=
STEP= 12 ,SITE= 3
PROS TIME= 4.2503E-01, LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 2.7261E+01
STER= 13 ,SITE= 3
PFOS TIME= 0.0000E+00,LINE DELAT= 0.0000E+00,JOB TIME ACCUM= 2.7261E+01
JOB= 4
STEP= 1,SI:TE=4
PROS TIME= 0.0000E+00 ,LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 0.0000E+00
STEP=2,SITE=4
FROS TIME= 5.3129E-02 ,LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 5.3129E-02
STEP= 3,SITE=4
PROS TIME= 4.2503E-01,LINE DELAY= 0.0000E+00,JOB TIME ACCOM= 4.7816E-01
STEP=4 SITE=4
PFOS TIME= 0.0000E+00 ,LINE DELAY= 0.0000E+00, JOB TIME ACCUM= 4.7816E-01
STEP= 5,SITE= 4
PFOS TIME= 5.3129E-02, IINE DELAY= 0.0000E+00,JOB TIME ACCUM= 5.3129E-01
STEP= 6 ,SITE= 4
PHOS TIME= 7.0838E-01 ,LINE DELAY= 9.4348E+00 ,JOB TIBE ACCUM=
STEP= 7,SITE= 5
PROS TIME= 5.3467E-01,LINE DELAY= 9.4348E+00,JOB TIME ACCUM= 2.0644E+01
STEP= 8,SITE= 4
PEOS TIME= 5.3129E-02 ,LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM= 2.0697E+01
STEP= 9,SITE= 4
PFOS TIME= 0.0000E+00 , LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 2.0697E+01
STEP= 10,SITE= 4
PROS TIME= 5.3129E-03, LINE DELAY= 1.4742E-01,JOB TIME ACCOM= 2.0850E+01
STE P= 11 ST.TE= 5
PHOS TIME= 8.9112E-02 , LINE DELAY= 5.8968E+00,JOB TIME ACCUM= 2.6836E+01
STEP= 12 SITE=4

```
```

    PROS TIHE= 4.2503E-01 .LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM= 2.7261E+01
    STEP= 13,SITE=4
PHOS TIME= 0.0000E+00, LINE DELAY= 0.0000E+00, JOB TIME ACCUM= 2.7261E+01
JOB= 5
STEP= 1,STEP= 6
PROS TIME= 0.0000E+00 ,LINE DELAY= 0.0000E+00, JOB TIME ACCUM= 0.0000E+00
STEF= 2 ,SITE= 1
PROS TIME= 5.3129E-02 ,LINE DELAY= 0.0000E+00, JOB TIME ACCUM= 5.3129E-02
STEP= 3,SITE= 1
PROS TIME= 4.2503E-01, LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM= 4.7816E-01
STEP= 4,SITE= 6
PROS TIME= 0.0000E+00 ,LINE DELAY = 0.0000E+00 ,JOB TIME ACCUM= 4.7816E-01
STER= 5,SITE= 1
PROS TIME= 5.3129E-02 ,LINE DELAY= 0.0000E+00, JOB TIME ACCUM= 5.3129E-01
STEP= 6,SITE= 1
PROS TIME= 7.0838E-01 ,LINE DELAY = 9.4348E+00,JOB TIME ACCUM= 1.0675E+01
STEP= 7.SITE= 5
PROS TIME= 5.3467E-01, LINE DELAQ = 9.4348E+00,JOB TIME ACCUM= 2.0644E+01
STEP= 8,SITE= 1
PEOS TIME= 5.3129E-02 ,LINE DELAY= 0.0000E +00 ,JOB TIME ACCUM= 2.0697E+01
STEP= 9.,SITE=6
PEOS TIME= 0.0000E+00,LINE DELAY= 0.0000E +00 ,JOB TIME ACCUM= 2.0697E+01
STEP= 10,SITE= 1
PROS TIME= 5.3129E-03 .LINE DELAY= 1.4742E-01 ,JOB TIME ACCUM= 2.0850E+01
STEP= 11,SITE=5
PROS TIME= 8.9112E-02 , LINE DELAY= 5.8968E+00, JOB TIME ACCUM= 2.6836E+01
STEP= 12, SITE= 1
PGOS TIME= 4.2503E-01 .LINE DELAY= 0.0000E +00, JOB TIME ACCUM= 2.7261E+01
STEP= 13,SITE= 6
PEOS TIME= 0.0000E+00, LINE DELAY = 0.0000E+00 ,JOB TIME ACCUM= 2.7261E+01
JOB= 6
STEP= 1,SITE= 7
PGOS TIME= 0.0000E+00, LINE DELAY= 0.0000E+00, JOB TIME ACCUM= 0.0000E+00
STEP= 2,SITE= 2
PROS TIME= 5.3129E-02 ,LINE DELAY= 0.0000E +00, JOB TIME ACCUM= 5.3129E-02

```
```

STEP= 3,SITE= 2
PROS TIME= 4.2503E-01 .LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 4.7816E-01
STEE= 4,SITE=7
PBOS TIME= 0.0000EE+00,LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM= 4.7816E-01
STEP= 5.SITE= 2
PEOS TIME= 5.3129E-02 .LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM= 5.3129E-01
STEE= 6,SITE= 2
PROS TIME= 7.0838E-01 .LINE DELAY= 9.4348E+00 .JOB TIME ACCUM= 1.0675E+01
STEP= 7,SITE= 5
PROS TIME= 5.3467E-01 ,LINE DELAY= 9.4348E+00 .JOB TIME ACCUM= 2.0644E+01
STEP= 8.SITE= 2
PROS TIME= 5.3129E-02 .LINE DELAY= 0.0000E+00 .JOB TIME ACCUM= 2.0697E+01
STEP= 9,SITE= 7
PROS TIME= 0.0000E+00 ,LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM= 2.0697E+01
STEF= 10,SITE= 2
PROS TIME= 5.3129E-03, LINE DELAZ= 1.4742E-01 ,JOB TIME ACCOM= 2.0850E+01
STEP= 11,SITE= 5
PROS TIME= 8.9112E-02 ,LINE DELAY = 5.8968E+00, JOB TIME ACCUM= 2.6836E+01
STEP= 12 ,SITE= 2
PROS TIME=4.2503E-01 ,LINE DELAY = 0.0000E+00 ,JOB TIME ACCUM= 2.7261E+01
STEP= 13.SITE= 7
PROS TIME= 0.0000E+00 .LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 2.7261E+01
JOB= 7
STEP= 1,SIEE= 8
PROS TIME= 0.0000E+00 .LINE DELAY= 0.0000E+00,JOB TIHE ACCUM= 0.0000E+00
STEP= 2 ,SITR= 3
PROS TIME= 5.3129E-02 .LINE DELAY = 0.0000E +00 .JOB TIME ACCUM= 5.3129E-02
STEP= 3,SITE= 3
PEOS TIME= 4.2503E-01, LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM= 4.7816E-01
STEE= 4 ,SITE= 8
FFOS TIME= 0.0000E+00 .LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 4.7816E-01
STEP= 5,SITE= 3
PROS TIME = 5.3129E-02 ,LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM= 5.3129E-01
STEP= 6.SITE= 3
PROS TIME= 7.0838E-01 , LINE DELAY= 9.4348E+00 ,JOB TIME ACCOM= 1.0675E+01

```
```

STEP= 7 SI'PE= 5
PROS TIME= 5.3467E-01, LINE DELAY= 9.4348E+00 .JOB TIME ACCOM= 2.0644E+01
STEP= 8 ,SIY:E= 3
PROS TIME= 5.3129E-02 , LINE DELAY = 0.0000E+00 .JOB TIME ACCUM= 2.0697E+01
STEP= 9.SITE= 8
PROS TIME= 0.0000E+00 ,LINE DELAY= 0.0000E+00 .JOB TIME ACCUM= 2.0697E+01
STEP= 10,SITE= 3
PROS TIME= 5.3129E-03 .LINE DELAY= 4.4742E-01 ,JOB TIME ACCUM= 2.0850E+01
STEP= 11,SITE= 5
PROS TIME= 8.9112E-02 ,LINE DELAY= 5.8968E+00 .JOB TIME ACCUM= 2.6836E+01
STEP= 12,SITE= 3
PROS TIME= 4.2503E-01 .LINE DELAY= 0.0000E+00 .JOB TIME ACCOM= 2.7261E+01
STEP= 13,SITE= 8
PROS TIME= 0.0000E+00 ,LINE DELAT= 0.0000E+00, JOB TIME ACCUM= 2.7261E+01
JOB= 8
STEP= 1,SITE= 9
PROS TIME= 0.0000E+00 ,LINE DELAY= 0.0000E+00 ,JOB TIHE ACCUM= 0.0000E+00
STEP= 2 SITE= 4
PROS TIME= 5.3129E-02 , LINE DELAY= 0.0000E+00 .JOB TIME ACCDM= 5.3129E-02
STEP= 3 .SITE= 4
PROS TIME= 4.2503E-01 . IINE DELAY= 0.0000E+00 ,JOB TIME ACCOM= 4.7816E-01
STEP= 4 SITE= 9
PROS TIME= 0.0000E+00, LINE DELAY= 0.0000E+00, JOB TIME ACCOM= 4.7816E-01
STEP= 5 SITPE=4
PROS TIME= 5.3129E-02, LINE DELAY= 0.0000E+00 .JOB TIME ACCOM= 5.3129E-01
STEE= 6 .SITE= 4
PROS TIME= 7.0838E-01 , LINE DELAY= 9.4348E+00.,NOB TIME ACCUM= 1.0675E+01
STEP= 7 ,SITE= 5

```
```

PEF= 8,SITE= 4
PROS TIME= 5.3129E-02 .LINE DELAY= 0.0000E+00 .JOB TIME ACCUM= 2.0697E+01
STEP= 9 SITE= 9
PROS TIME= 0.0000E+00 ,LINE DELAY= 0.0000E +00 ,JOE TIME ACCUM= 2.0697E+01
STER=10,STTE= 4
PROS TIME= 5.3129E-03 .LINE DELAY= 1.4742E-01 ,JOB TIME ACCUM= 2.0850E+01

```
```

STEP= 11,SITTE= 5
PROS TIME: 8.9112E-02 ,LINE DELAY= 5.8968E+00, JOB TIME ACCUM= 2.6836E+01
STEP= 12 ,SITE= 4
PGOS TIME=: 4. 2503E-01, LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 2.7261E+01
STEP= 13,SITE= 9
PHOS TIME: 0.0000B+00,LINE DELAT= 0.0000E+00, JOB TIME ACCUM= 2.7261E+01
JOB== 9
STEE= 1,SITE= 10
PHOS TIME=: 0.0000E+00, LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 0.0000E+00
STEP= 2 SITE= 1
PROS TIME= 5.3129E-02, LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 5.3129E-02
STEP= 3,SITE= 1
PEOS TIME= 4.2503E-01 LINE DELAY= 0.0000E+00 ,JOB TIME ACCUK= 4.7816E-01
STEP= 4 SITE= }1
PEOS TIME= 0.0000E+00,LINE DELAT = 0.0000E+00,JOB TIME ACCUM= 4.7816E-01
STEP= 5,SITE= 1
PEOS TIME= 5.3129E-02,LINE DELAY= 0.0000E+00, JOB TIME ACCUM= 5.3129E-01
STEF= 6 SITB= 1
PROS TIME= 7.0838E-01, LINE DELAY= 9.4348E+00,JOB TIME ACCUM= 1.0675E+01
STEF= 7,SITE= 5
PROS TIME= 5.3467E-01 ,IINE DELAY= 9.4348E+00 ,JOB TIME ACCUM= 2.0644E+01
STEF= 8.SITE= 1
PKOS TIME= 5.3129E-02 ,ILEE DELAY= 0.0000E+00, JOB TIME ACCUM= 2.0697E+01
STE E= 9.SITE= 10
PROS TIME= 0.0000E+00,LINE DELAT= 0.0000E+00,JOB TIME ACCUM= 2.0697E+01
STEP=10,SITE= 1
EEOS TIME= 5.3129E-03,LINE DELAY= 1.4742E-01,JOB TIME ACCUM= 2.0850E+01
STEP= 11,SITE= 5
PROS TIME= 8.9112E-02,LINE DELAY= 5.8968E+00, JOB TIME ACCUG= 2.6836E+01
STEP=12,SITE= 1
PFOS TIME= 4.2503E-01,LINE DELAY= 0.0000E+00, JOB TIME ACCUM= 2.7261E+01
STEP= 13 SI'LE= 10
PBOS TINE= 0.0000E+00,LINE DELAY= 0.0000E+00, JOB TIME ACCOM= 2.7261E+01
JOB= 10
STEF= 1.SITE= 11

```
```

    PROS TIME:= 0.0000E400 ,LINE DELAY= 0.0000E+00 .JOB TIME ACCUM= 0.0000E+00
    STEP=2,STTE= 2
PROS TIME== 5.3129E-02 .LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM= 5.3129E-02
STEP= 3.SITE= 2
PROS TIME= 4. 2503E-01 .LINE DELAY= 0.0000E+00 .JOB TIME ACCUM= 4.7816E-01
STEP= 4 ,SITE= 11
PROS TIME= 0.0000E*00 ,LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM= 4.7816E-01
STEP= 5,SITE= 2
PROS TIME= 5.3129E-02 ,LINE DELAY= 0.0000E+00 .JOB TIME ACCUM= 5.3129E-01
STEP= 6 ,STTE= 2
PROS TIME= 7.0838E-01 ,LINE DELAY= 9.4348E+00 .JOB TIME ACCUM= 1.0675E+01
STEP= 7,S|TE= 5
PROS TIME= 5.3467E-01 ,LINE DELAY= 9.4348E+00 .JOB TIME ACCOM= 2.0644E+01
STEP= 8 ,SITTE= 2
PROS TIME= 5.3129E-02 ,LINE DELAY= 0.0000E+00 .JOB TIME ACCUM= 2.0697E+01
STEP= 9 ,SITE= 11
PROS TIME= 0.0000E+00 ,LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM= 2.0697E+01
STEP= 10,SHTE= 2
PROS TIME= 5.3129E-03 ,LINE DELAY= 1.4742E-01 ,JOB TIME ACCUH= 2.0850E+01
STEP= 11,SITE= 5
PROS TIME= 8.9112E-02 ,LINE DELAY= 5.8968E+00,JOB TIME ACCUM= 2.6836E+01
STEP= 12,SITE= 2
PROS TIME= 4.2503E-01 ,LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM= 2.7261E+01
STEP= 13 .SITE= 11
PHOS TIAE:= 0.0000E+00 , LINE DELAY = 0.0000E+00 ,JOB TIHE ACCUM= 2.726 1E+01
JOB= 11
STEP= 1,SITE= 12
FHOS TIME=: 0.0000E+00 ,LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM= 0.0000E+00
STEP= 2,SITE= 3
PPOS TIME= 5.3129E-02 , LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM= 5.3129E-02
STEP=3,SITE= 3
PROS TIME= 4.2503E-01 , LINE DELAYY= 0.0000E+00 ,JOB TIME ACCUM= 4.7816E-01
STEF=4,SITE= 12
PROS TIME= 0.0000E+00 ,LINE DELAY= 0.0000E+00,JOB TIME ACCUM= 4.7816E-01
STEP= 5 ,SITE= 3

```
```

    PROS TIME= 5.3129E-02 ,LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM= 5.3129E-01
    STER=6 SITE= 3
EFGS TIME= 7.0838E-01,LINE DELAY= 9.4348E+00,JOB TIME ACCUM= 1.0675E+01
STEP= }7\mathrm{ SITE= 5
PHOS TIME= 5.3467E-01 ,LINE DELAY= 9.4348E+00, JOB TIME ACCUM= 2.0644E+01
STEP= 8 SITB= 3
PHOS TIME= 5.3129E-02 . LINE DELAY= 0.0000E+00, JOB TIME ACCUM= 2.0697E+01
STEP=9,SITE= 12
PFOS TIME= 0.0000E+00, LINE DELAY= 0.0000E+00, JOB TIME ACCUM= 2.0697E+01
STEP=10,SITE=3
PEOS TIME= 5.3129E-03 ,LINE DELAY= 1.4742E-01,.JOB TIME ACCUM= 2.0850E+01
STEE= 11,SITE= 5 TME= 8.9112E-02 .LINE DELAY= 5.8968E+00, JOB TIME ACCOM= 2.6836E+01
STEP=12,STTE= 3 TMEF 4.2503E-01, LINE DELAY= 0.0000E+00, JOB TIME ACCOM= 2.7261E+01
STEP=13,SITE= 12
PEOS TIME= 0.0000E+00, LINE DELAY= 0.0000E+00 ,JOB TIME ACCOM= 2.7261E+01
JOB= 12
STEP=1,SITE= 13
PHOS TIMS= 0.0000E+00, LINE DELAI= 0.0000E+00, JOB TIME ACCUM= 0.0000E+00
STEE= 2,SITE= 4 FIME= 5.3129E-02, LINE DELAY= 0.0000E+00,.JOB TIME ACCUE= 5.3129E-02
STrp= 3
PBOS TIME= 4.2503E-01,ITNE DELAY= 0.0000E+00,JOB TIME ACCDM= 4.7816E-01
STEP= 4,SITE= 13
PHOS TIME= 0.0000E+00 ,LINE DELAT= 0.0000E+00, JOB TIME ACCOM= 4.7816E-01
STEP= 5,SITE= 4
PBOS TIME= 5.3129E-02 .LINE DELAY= 0.0000E+00 ,JOB TIME ACCUM= 5.3129E-01
STEP= 6.SITE= 4
PEOS TIME= 7.0838E-01,LINE DELAY= 9.4348E+00,.JOB TIME ACCUM= 1.0675E+01
STEP= 7,SITE= 5
PFOS TIME= 5.3467E-01, LINE DELAI= 9.4348E+00,JOB TIME ACCUM= 2.0644E+01
STEP= 8,SITTE= 4
PHOS IIME= 5.3129E-02 LINE DELAY= 0.0000E+00, JOB TIME ACCUM= 2.0697E+01
STEP= 9,SITE= 13

```
```

    PROS TIME= 0.0000E+00 .LINE DELAY= D.0000E+00 ,JOB TIME ACCOM= 2.0697E+01
    STEP= 10,SITE= 4
PROS TIME= 5.3129E-03 ,LINE DELAY= 1.4742E-01 .JOB TIME ACCOM= 2.0850E+01
STEP= 11 ,SITE= 5
PEOS TIME= 8.9112E-02 ,LINE DELAY= 5.8968E+00 .JOB TIHE ACCUM= 2.6836E+01
STEP= 12 ,SI'PE= 4
PROS TIME= 4.2503E-01 ,LINE DELAY= 0.0000E+00 .JOB TIME ACCUM= 2.7261E+01
STEP= 13 SITE= 13
PROS TIME= 0.0000E+00, LINE DELAY = 0.0000E+00, JOB TIME ACCOM= 2.7261E+01
LINE 1 COST 250.94
LINE 2 COST 250.94
LIME 3 COST 250.94
LINE 4 COST 250.94
SITE 1 PROCESSOR COST 80.00
SITE 2 PROCESSCR COST 80.00
SITE }3\mathrm{ PROCESSCR COST 80.00
SITE 4 PROCESSCR COST 80.00
SITE 5 FROCESSCR COST 13103.40
SITE 6 PROCESSCR COST 30.00
SITE }7\mathrm{ PROCESSCR COST 30.00
SITR 8 PROCESSCR COST 30.00
SITE 9 PROCESSCR COST 30.00
SITE 10 PROCESSCR COST 30.00
SITE 11 PFOCESSCR COST 30.00
SITE 12 PROC:ESSCR COST 30.00
SITE 13 PROCESSOR COST 30.00
TOTHL LINE COST= 1003.76 ,TOTAL PROS COST= 13663.40,TOTAL COST= 14667
END OP NETHORK ANALYSIS

```

\section*{XIX. APPENDIX \(K:\)}

OUTPIT DATA SET FOF THE DISTRIBUTED CONFIGUFATION
```

PUNCTION SELBCTION FOR THIS RUN
USE<1> TO INDICATE FUNCTION TO BE SELECTED
MPBODND-VALUES AND ALLOWABLE RANGES
CTlParM-yALURS AND allonable banges

| ISEL | XIN | THRSD | KCENT | TRAC | PLIST (1) | (2) | (3) | (4) |
| :---: | ---: | ---: | :---: | ---: | ---: | ---: | ---: | ---: |
| BIT | $<9999$ | $<9999$ | BIT | BIT | $1 / 10$ | $1 / 10$ | $1 / 10$ | $1 / 10$ |
| 0 | 10 | 5 | 0 | 0 | 2 | 4 | 6 | 8 |

    PFOCESSOR COMPATABILITY HATRICES
    | PROS |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CFILE | 1 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 |
| CFIL E | 2 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 |
| CFILE | 3 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 1 |  |  |  |  |  |  |  |  |  |


| PRROS |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| CFCN | 1 | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 |
| $C F C N$ | 2 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 |
| CFCN | 3 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 |
| CFCN | 4 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 |
| CFCN | 5 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |
| CFCN | 6 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 |
| CFCN | 7 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |

```
SITE DESCRIPTOFS
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline & & STATUS & S XDIST & YDIST & PROS & PROS LOAD & PEOS UF \\
\hline & & 0/2 & <9999.9 & \(<9999.9\) & 1/10 & 4.MMAMESNN & M. HMMMESAN \\
\hline SITE & 1 & 2 & 10.0 & 10.0 & 4 & \(4.0541 \mathrm{E}-03\) & 5. \(3344 \mathrm{E}-03\) \\
\hline SITE & 2 & 2 & 70.0 & 70.0 & 4 & \(4.0541 \mathrm{E}-03\) & 5. \(3344 \mathrm{E}-03\) \\
\hline SITE & 3 & 2 & 10.0 & 70.0 & 4 & 4.0541E-03 & 5. \(3344 \mathrm{E}-03\) \\
\hline SITE & 4 & 2 & 70.0 & 10.0 & 4 & 4.0541E-03 & 5.3344E-03 \\
\hline SITE & 5 & 2 & 40.0 & 40.0 & 8 & \(4.6666 \mathrm{E}-02\) & 3. \(1111 \mathrm{E}-02\) \\
\hline SITE & 6 & 2 & 10.0 & 10.0 & 2 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline SITE & 7 & 2 & 70.0 & 70.0 & 2 & 0.0000E+00 & \(0.0000 \mathrm{E}+00\) \\
\hline SITE & 8 & 2 & 10.0 & 70.0 & 2 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline SITE & 9 & 2 & 70.0 & 10.0 & 2 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{~B}+00\) \\
\hline SITE & 10 & 2 & 10.0 & 10.0 & 2 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline SITE & 11 & 2 & 70.0 & 70.0 & 2 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline SITE & 12 & 2 & 10.0 & 70.0 & 2 & 0.0000E+00 & \(0.0000 \mathrm{E}+00\) \\
\hline SITE & 13 & 2 & 70.0 & 10.0 & 2 & \(0.00008+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline & & INSITE
\(0 / 25\) & \[
\begin{gathered}
\text { FINSITE } \\
0 / 25
\end{gathered}
\] & \[
\begin{aligned}
& \text { L. TYpE } \\
& 0 / 10
\end{aligned}
\] & \[
\begin{gathered}
\text { L LOAD } \\
\text { M. MAMMESNN }
\end{gathered}
\] & \[
\begin{gathered}
\text { L UF } \\
\text { M. GMMESNN }
\end{gathered}
\] \\
\hline LINE & 1 & 1 & 5 & 3 & 7.0416E+01 & 2.9340E-01 \\
\hline LINE & 2 & 2 & 5 & 3 & \(7.0416 \mathrm{E}+01\) & 2.9340E-01 \\
\hline LINE & 3 & 3 & 5 & 3 & 7.0416E+01 & \(2.9340 \mathrm{E}-01\) \\
\hline LINE & 4 & 4 & 5 & 3 & \(7.0416 \mathrm{E}+01\) & \(2.9340 \mathrm{E}-01\) \\
\hline LINE & 5 & 6 & 1 & 0 & 2.2083E+01 & \(0.0000 \mathrm{E}+00\) \\
\hline LIFE & 6 & 7 & 2 & 0 & 2.2083E+01 & \(0.0000 \mathrm{E}+00\) \\
\hline LINE & 7 & 8 & 3 & 0 & 2.2083E+01 & \(0.0000 \mathrm{E}+00\) \\
\hline LINE & 8 & 9 & 4 & 0 & 2.2083E+01 & \(0.0000 \mathrm{E}+00\) \\
\hline LINE & 9 & 10 & 1 & 0 & 2. \(2083 \mathrm{E}+01\) & \(0.0000 \mathrm{E}+00\) \\
\hline LINE & 10 & 11 & 2 & 0 & 2.2083E+01 & \(0.0000 \mathrm{~B}+00\) \\
\hline LINE & 11 & 12 & 3 & 0 & 2. 2083E+01 & \(0.0000 \mathrm{E}+00\) \\
\hline LIN 8 & 12 & 13 & 4 & 0 & 2.2083E+01 & \(0.0000 \mathrm{E}+00\) \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{3}{*}{PTYPE} & \multicolumn{2}{|l|}{\multirow[t]{2}{*}{LVL
\[
1 / 10
\]}} & \multirow[t]{2}{*}{I RATE H. HABMESNN} & \multirow[t]{2}{*}{ILABLE PROC PRIMSTR M. HMMESNN} & \multirow[t]{2}{*}{\begin{tabular}{l}
SCNDSTR \\
M. MHMESENN
\end{tabular}} & \multirow[t]{2}{*}{\[
\begin{gathered}
\text { MEDIA } \\
\text { CODE }
\end{gathered}
\]} & \multirow[t]{2}{*}{Chan fate M. MAMMESNN} & \multirow[t]{2}{*}{\[
\begin{gathered}
\text { PCOST } \\
<999999.99
\end{gathered}
\]} \\
\hline & & & & & & & & \\
\hline & 1 & 1 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & \(3.0000 \mathrm{E}+01\) & 20.00 \\
\hline PTYFE & 2 & 1 & \(0.0000 \mathrm{E}+00\) & 0.000 OE +00 & \(0.0000 \mathrm{E}+00\) & 0 & 2.4000E+02 & 30.00 \\
\hline PTYPE & 3 & 2 & 5.3000E-01 & \(1.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 1.0000E+06 & 34.70 \\
\hline PTYPE & 4 & 2 & 7.6000E-01 & 3.2000E+01 & \(1.5000 \mathrm{E}-01\) & 1 & \(2.0000 \mathrm{E}+06\) & 80.00 \\
\hline ETYPE & 5 & 2 & \(5.7000 \mathrm{E}-01\) & \(3.2000 \mathrm{E}+01\) & 5.1200E-01 & 1 & \(1.6600 \mathrm{E}+06\) & 200.00 \\
\hline PTYPE & 6 & 3 & 9. \(2000 \mathrm{E}-01\) & \(6.4000 \mathrm{E}+01\) & \(5.0000 E+00\) & 1 & \(2.0000 \mathrm{E}+06\) & 550.00 \\
\hline PTYPE & 7 & 3 & 1. \(0000 \mathrm{E}+01\) & 1.2800E+02 & 2.8000E+01 & 4 & \(1.5000 \mathrm{E}+06\) & 2931.40 \\
\hline PTYPE & 8 & 4 & 1.5000E+00 & \(5.2400 \mathrm{E}+02\) & \(8.0000 \mathrm{E}+02\) & 7 & 1. \(3000 E+06\) & 13103.40 \\
\hline PTYPE & 9 & 4 & \(2.0000 \mathrm{E}+01\) & \(4.0000 \mathrm{E}+03\) & 1.6000E+03 & 7 & 1.5000E+06 & 84172.00 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline A & & \[
\begin{aligned}
& \text { ISITCS OF } \\
& \text { XHSN RATE }
\end{aligned}
\] & \[
\begin{aligned}
& \text { AILABLE } \\
& \text { LFCOST }
\end{aligned}
\] & \begin{tabular}{l}
IN ES \\
LVCST1
\end{tabular} & LVCST2 & LDCST3 & L.VCST 4 & L VCST5 \\
\hline & & h. himhesnn & <9999.9 & <99.99 & く99.99 & \(<99.99\) & <99.99 & <99.99 \\
\hline LTYPE & 1 & 3.000CE+01 & 73.0 & 3.30 & 2.31 & 1.65 & 1.16 & 0.83 \\
\hline LTYPE & 2 & 1.2000E+02 & 81.0 & 3.30 & 2.31 & 1. 65 & 1.16 & 0.83 \\
\hline LTYPE & 3 & 2.4000E+02 & 153.0 & 3.30 & 2.31 & 1.65 & 1.16 & 0.83 \\
\hline LTYPE & 4 & \(4.8000 \mathrm{E}+02\) & 213.0 & 3. 30 & 2.31 & 1. 65 & 1.16 & 0.83 \\
\hline LTYPE & 5 & \(9.6000 \mathrm{E}+02\) & 433.0 & 3.30 & 2.31 & 1.65 & 1.16 & 0.83 \\
\hline LTYPE & 6 & \(1.9200 \mathrm{E}+03\) & 850.0 & 3.00 & 3.00 & 3.00 & 3.00 & 3. 00 \\
\hline LTYPE & 7 & \(5.0000 \mathrm{E}+03\) & 850.0 & 6.00 & 6.00 & 6.00 & 6.00 & 6.00 \\
\hline LTYPE & 8 & \(2.3000 \mathrm{E}+04\) & 1250.0 & 30.00 & 30.00 & 30.00 & 30.00 & 30.00 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|}
\hline \multicolumn{5}{|l|}{SOFTGARE fulctions} \\
\hline & & I STEPS & FCNTSIZ & FCNFSIZE \\
\hline & & H. MMMMESN & M. HMEMESNA & H. MMMMESNN \\
\hline FCNTYPE & 1 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) \\
\hline FCNTYPE & 2 & \(7.5000 \mathrm{E}+03\) & \(0.0000 \mathrm{E}+00\) & \(8.0000 \mathrm{E}+00\) \\
\hline FCNTYPE & 3 & \(6.0000 E+04\) & \(8.0000 \mathrm{E}+00\) & \(8.0000 \mathrm{E}+00\) \\
\hline
\end{tabular}
\begin{tabular}{lllll} 
PCN TIPE & 4 & \(1.0000 \mathrm{E}+05\) & \(1.6000 \mathrm{E}+01\) & \(2.0000 \mathrm{E}+00\) \\
FCNTYPE & 5 & \(6.0000 \mathrm{E}+05\) & \(1.2800 \mathrm{E}+02\) & \(6.4000 \mathrm{E}+01\) \\
FCNTYPE & 6 & \(7.5000 \mathrm{E}+02\) & \(0.0000 \mathrm{E}+00\) & \(8.0000 \mathrm{E}+00\) \\
FCN TYPE & 7 & \(1.0000 \mathrm{E}+05\) & \(1.2800 \mathrm{E}+02\) & \(6.4000 \mathrm{E}+01\)
\end{tabular}
\begin{tabular}{|c|c|c|c|}
\hline & & \[
\begin{gathered}
\text { MEDIUM } \\
1 / 10
\end{gathered}
\] & FILE SIZE H. MHMMESNN \\
\hline FILETYPE & 1 & 1 & \(5.0000 \mathrm{E}-02\) \\
\hline FILETYPE & 2 & 1 & 3.0000E-02 \\
\hline FIL ET YPE & 3 & 2 & 4. \(0000 \mathrm{E}+0\) \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline & S IN & WORKLOA \#JSTPS & ARVL RATE & RSPNS TIME & FRSTEP: & LASTEP* \\
\hline & & 1/99 & H, MMMESENN & H. MhmaESIN & 1/250 & 1/250 \\
\hline JOB & 1 & 1.3 & 5. 5555E-03 & 2.7261E+01 & 1 & 13 \\
\hline J0B & 2 & 13 & 5.5555E-03 & 2.7261E+01 & 14 & 26 \\
\hline JOB & 3 & 13 & 5.5555E-03 & 2.7261E+01 & 27 & 39 \\
\hline JOB & 4 & 13 & 5.5555 E-03 & 2.7261E+01 & 40 & 52 \\
\hline JOB & 5 & 13 & 5.5555E-03 & 2.7261E+01 & 53 & 65 \\
\hline JOB & 6 & 13 & 5.5555E-03 & 2.7261E+01 & 66 & 78 \\
\hline JOB & 7 & 13 & 5.5555E-03 & 2.7261E+01 & 79 & 91 \\
\hline JOB & 8 & 13 & 5.5555E-03 & 2.7261E+01 & 92 & 104 \\
\hline JOB & 9 & 13 & 5.5555E-03 & \(2.7261 \mathrm{E}+01\) & 105 & 117 \\
\hline JOB & 10 & 13 & 5.5555E-03 & 2.7261E+01 & 118 & 130 \\
\hline JOB & 11 & 13 & 5.5555E-03 & 2.7261E+01 & 131 & 143 \\
\hline JOE & 12 & 13 & 5.5555E-03 & \(2.7261 \mathrm{E}+01\) & 144 & 156 \\
\hline
\end{tabular}

JOBSTEPS IN JOES
REQ REQ MSG SPEQ OHN STP ASND LVL ASGND FCN PIL LENGTH LV LV JOB * SITE PROS TIHE LINE DLI 1234 <99 <99 M. MAMESNN <4<4<50<99 1/25 M. MMAESNN M.MMMESNN B E B B
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline JST P & 1 & 1 & 0 & \(1.0000 \mathrm{E}+02\) & 2 & 2 & 1 & 1 & 1 & 0.0000E+00 & \(0.0000 \mathrm{E}+00\) & & 10 \\
\hline JST P & 2 & 2 & 0 & 2.5000E+02 & 0 & 0 & 1 & 2 & 1 & 5.3129E-02 & \(0.0000 \mathrm{E}+00\) & 0 & 100 \\
\hline JST P & 3 & 3 & & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 1 & 3 & 1 & 4.2503E-01 & 0.0000E+00 & 0 & 0 \\
\hline JST \(P\) & 4 & 1 & 0 & 2. \(5000 \mathrm{E}+02\) & 2 & 2 & 1 & 4 & 1 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 100 \\
\hline JSTP & 5 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 1 & 5 & 1 & \(5.3129 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 00 \\
\hline JSTP & 6 & 4 & 2 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 1 & 6 & 1 & 7.0838E-01 & \(9.4348 \mathrm{E}+00\) & 0 & 00 \\
\hline JST P & 7 & 5 & 3 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 1 & 7 & 5 & 5.3467E-01 & \(9.4348 \mathrm{E}+00\) & 0 & 1 \\
\hline JSTP & 8 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 1 & 8 & 1 & \(5.3129 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 \\
\hline JSTP & 9 & 1 & 0 & 2.5000E+01 & 2 & 2 & 1 & 9 & 1 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 \\
\hline JSTP & 10 & 16 & 0 & 2.5000E+01 & 0 & 0 & 1 & 10 & 1 & 5.3129E-03 & 1.4742E-01 & 0 & 0 \\
\hline JST P & 11 & 7 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 1 & 11 & 5 & 8.9112E-02 & \(5.8968 \mathrm{E}+00\) & 0 & 1 \\
\hline JST P & 12 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 1 & 12 & 1 & 4.2503E-01 & \(0.0000 \mathrm{E}+00\) & 0 & 0 \\
\hline JST \(P\) & 13 & 1 & 0 & \(0.0000 \mathrm{E}+00\) & 2 & 2 & 1 & 13 & 1 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 \\
\hline JSTP & 14 & 1 & 0 & \(1.0000 \mathrm{E}+02\) & 2 & 2 & 2 & 1 & 2 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 \\
\hline JST P & 15 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 2 & 2 & 2 & 5.3129E-02 & \(0.0000 \mathrm{E}+00\) & 0 & 0 \\
\hline JSTP & 16 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 2 & 3 & 2 & 4.2503E-01 & 0.0000E+00 & 0 & 0 \\
\hline JSTP & 17 & & 0 & \(2.5000 \mathrm{E}+02\) & 2 & 2 & 2 & 4 & 2 & 0.0000E+00 & \(0.0000 \mathrm{E}+00\) & 0 & 0 \\
\hline JSTP & 18 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 2 & 5 & 2 & \(5.3129 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 \\
\hline JST P & 19 & 4 & 2 & \(1.6000 E+03\) & 0 & 0 & 2 & 6 & 2 & 7.0838E-01 & \(9.4348 \mathrm{E}+00\) & 0 & 0 \\
\hline JSTP & 20 & 5 & 3 & \(1.6000 E+03\) & 2 & 4 & 2 & 7 & 5 & 5.3467E-01 & \(9.4348 \mathrm{E}+00\) & 0 & 1 \\
\hline JST P & 21 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 2 & 8 & 2 & \(5.3129 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & & 0 \\
\hline JST P & 22 & 1 & 0 & \(2.5000 \mathrm{E}+01\) & 2 & 2 & 2 & 9 & 2 & \(0.0000 \mathrm{E}+00\) & 0.0000E+00 & 0 & 0 \\
\hline JSTP & 23 & 6 & 0 & 2.5000E+01 & 0 & 0 & 2 & 10 & 2 & 5.3129E-03 & 1.4742E-01 & 0 & 0 \\
\hline JSTP & 24 & 7 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 2 & 11 & 5 & 8.9112E-02 & \(5.8968 \mathrm{E}+00\) & 0 & 1 \\
\hline JSTP & 25 & ) & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 2 & 12 & 2 & 4.2503E-01 & \(0.0000 \mathrm{E}+00\) & 0 & 0 \\
\hline JSTP & 26 & 1 & 0 & \(0.0000 \mathrm{E}+00\) & 2 & 2 & 2 & 13 & & \(0.0000 \mathrm{E}+00\) & 0.0000E+00 & 0 & 00 \\
\hline JST P & 27 & 1 & 0 & \(1.0000 \mathrm{E}+02\) & 2 & 2 & 3 & 1 & 3 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 0 \\
\hline JSTP & 28 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 3 & 2 & 3 & \(5.3129 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & - & 0 \\
\hline JSTP & 29 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 3 & & 3 & 4.2503E-01 & \(0.0000 \mathrm{E}+00\) & 0 & 0 \\
\hline JSTP & 30 & 1 & 0 & \(2.5000 \mathrm{E}+02\) & 2 & 2 & 3 & 4 & 3 & \(0.0000 \mathrm{E}+00\) & 0.0000E+00 & 0 & 0 \\
\hline JST P & 31 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 3 & 5 & 3 & \(5.3129 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & - \\
\hline JST P & 32 & 4 & 2 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 3 & 6 & 3 & 7.0838E-01 & \(9.4348 \mathrm{E}+00\) & 0 & 0 \\
\hline JSTP & 33 & 5 & 3 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 3 & 7 & 5 & 5.3467E-01 & \(9.4348 \mathrm{E}+00\) & 0 & 01 \\
\hline JSTP & 34 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 3 & 8 & 3 & \(5.3129 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 00 \\
\hline JST P & 35 & & 0 & \(2.5000 \mathrm{E}+01\) & 2 & 2 & 3 & & 3 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 100 \\
\hline
\end{tabular}
\begin{tabular}{llllllllr} 
& & & \\
JST P & 36 & 6 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 3 & 10 \\
JSTP & 37 & 7 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 3 & 11 \\
JST P & 38 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 3 & 12 \\
JST P & 39 & 1 & 0 & \(0.0000 \mathrm{E}+00\) & 2 & 2 & 3 & 13 \\
JST P & 40 & 1 & 0 & \(1.0000 \mathrm{E}+02\) & 2 & 2 & 4 & 1 \\
JSTP & 41 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 4 & 2 \\
JST P & 42 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 4 & 3 \\
JST P & 43 & 1 & 0 & \(2.5000 \mathrm{E}+02\) & 2 & 2 & 4 & 4 \\
JST & 44 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 4 & 5 \\
JSTP & 45 & 4 & 2 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 4 & 6 \\
JST P & 46 & 5 & 3 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 4 & 7 \\
JSTP & 47 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 4 & 8 \\
JST P & 48 & 1 & 0 & \(2.5000 \mathrm{E}+01\) & 2 & 2 & 4 & 9 \\
JSTP & 49 & 6 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 4 & 10 \\
JSTP & 50 & 1 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 4 & 11 \\
JSTP & 51 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 4 & 12 \\
JST P & 52 & 1 & 0 & \(0.0000 \mathrm{E}+00\) & 2 & 2 & 4 & 13 \\
JSTP & 53 & 1 & 0 & \(1.0000 \mathrm{E}+02\) & 2 & 1 & 5 & 1 \\
JST P & 54 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 5 & 2 \\
JST P & 55 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 5 & 3 \\
JST P & 56 & 1 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 5 & 4 \\
JSTP & 57 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 5 & 5 \\
JST P & 58 & 4 & 2 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 5 & 6 \\
JST P & 59 & 5 & 3 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 5 & 7 \\
JSTP & 60 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 5 & 8 \\
JSTP & 61 & 1 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 5 & 9 \\
JSTP & 62 & 6 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 5 & 10 \\
JSTP & 63 & 7 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 5 & 11 \\
JSTP & 64 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 5 & 12 \\
JSTP & 65 & 1 & 0 & \(0.0000 \mathrm{E}+00\) & 2 & 1 & 5 & 13 \\
JSTP & 66 & 1 & 0 & \(1.0000 \mathrm{E}+02\) & 2 & 1 & 6 & 1 \\
JSTP & 67 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 6 & 2 \\
JSTP & 68 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 6 & 3 \\
JSTP & 69 & 1 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 6 & 4 \\
JSTP & 70 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 6 & 5
\end{tabular}
\begin{tabular}{llllllll}
3 & \(5.3129 \mathrm{E}-03\) & \(1.4742 \mathrm{E}-01\) & 0 & 1 & 0 & 0 \\
5 & \(8.9112 \mathrm{E}-02\) & \(5.8968 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
3 & \(4.2503 \mathrm{E}-01\) & \(0.0000 \mathrm{E}+00\) & 0 & 1 & 0 & 0 \\
3 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 1 & 0 & 0 \\
4 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 1 & 0 & 0 \\
4 & \(5.3129 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 1 & 0 & 0 \\
4 & \(4.2503 \mathrm{E}-01\) & \(0.0000 \mathrm{E}+00\) & 0 & 1 & 0 & 0 \\
4 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 1 & 0 & 0 \\
4 & \(5.3129 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 1 & 0 & 0 \\
4 & \(7.0838 \mathrm{E}-01\) & \(9.4348 \mathrm{E}+00\) & 0 & 1 & 0 & 0 \\
5 & \(5.3467 \mathrm{E}-01\) & \(9.4348 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
4 & \(5.3129 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 1 & 0 & 0 \\
4 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 1 & 0 & 0 \\
4 & \(5.3129 \mathrm{E}-03\) & \(1.4742 \mathrm{E}-01\) & 0 & 1 & 0 & 0 \\
5 & \(8.9112 \mathrm{E}-02\) & \(5.8968 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
4 & \(4.2503 \mathrm{E}-01\) & \(0.0000 \mathrm{E}+00\) & 0 & 1 & 0 & 0 \\
4 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 0 & 1 & 0 & 0 \\
6 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
1 & \(5.3129 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 1 & 0 & 0 \\
1 & \(4.2503 \mathrm{E}-01\) & \(0.0000 \mathrm{E}+00\) & 0 & 1 & 0 & 0 \\
6 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
1 & \(5.3129 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 1 & 0 & 0 \\
1 & \(7.0838 \mathrm{E}-01\) & \(9.4348 \mathrm{E}+00\) & 0 & 1 & 0 & 0 \\
5 & \(5.3467 \mathrm{E}-01\) & \(9.4348 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
1 & \(5.3129 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 1 & 0 & 0 \\
6 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
1 & \(5.3129 \mathrm{E}-03\) & \(1.4742 \mathrm{E}-01\) & 0 & 1 & 0 & 0 \\
5 & \(8.9112 \mathrm{E}-02\) & \(5.8968 \mathrm{E}+00\) & 0 & 0 & 0 & 1 \\
1 & \(4.2503 \mathrm{E}-01\) & \(0.0000 \mathrm{E}+00\) & 0 & 1 & 0 & 0 \\
6 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
7 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
2 & \(5.3129 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 1 & 0 & 0 \\
2 & \(4.2503 \mathrm{E}-01\) & \(0.0000 \mathrm{E}+00\) & 0 & 1 & 0 & 0 \\
7 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 1 & 0 & 0 & 0 \\
2 & \(5.3129 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 1 & 0 & 0
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline JST P & 71 & 4 & 2 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 6 & 6 & & 7.0838E-01 & \(9.4348 \mathrm{E}+00\) & 0 & & 0 \\
\hline JST P & 72 & 5 & 3 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 6 & 7 & 5 & 5.3467E-01 & \(9.4348 \mathrm{E}+00\) & 0 & 0 & 01 \\
\hline JSTP & 73 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 6 & 8 & 2 & 5.3129E-02 & 0.0000E+00 & 0 & 1 & 00 \\
\hline JSTP & 74 & 1 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 6 & 9 & 7 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 1 & 0 & 00 \\
\hline JSTP & 75 & 6 & 0 & 2.5000E+01 & 0 & 0 & 6 & 10 & 2 & 5.3129E-03 & 1.4742E-01 & 0 & & 0 \\
\hline JSTP & 76 & 7 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 6 & 11 & 5 & 8.9112E-02 & \(5.8968 \mathrm{E}+00\) & 0 & 0 & 1 \\
\hline JST P & 77 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 6 & 12 & 2 & 4.2503E-01 & \(0.0000 \mathrm{E}+00\) & 0 & 1 & 00 \\
\hline JSTP & 78 & 1 & 0 & 0.0000E+00 & 2 & 1 & 6 & 13 & 7 & 0.0000E+00 & \(0.0000 \mathrm{E}+00\) & 1 & 0 & 00 \\
\hline JSTP & 79 & 1 & 0 & \(1.0000 \mathrm{E}+02\) & 2 & 1 & 7 & 1 & 8 & \(0.0000 \mathrm{E}+00\) & 0.0000E+00 & 1 & 0 & 00 \\
\hline JST P & 80 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 7 & 2 & 3 & 5.3129E-02 & 0.0000E+00 & 0 & 1 & 00 \\
\hline JSTP & 81 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 7 & 3 & 3 & 4.2503E-01 & 0.0000E+00 & 0 & & 0 \\
\hline JSTP & 82 & 1 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 7 & 4 & 8 & 0.0000E+00 & 0.0000E+00 & 1 & 0 & 0 \\
\hline JST P & 83 & 2 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 7 & 5 & 3 & \(5.3129 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & & 0 \\
\hline JST P & 84 & 4 & 2 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 7 & 6 & 3 & 7.0838E-01 & \(9.4348 \mathrm{E}+00\) & 0 & & 00 \\
\hline JSTP & 85 & 5 & 3 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 7 & 7 & 5 & 5.3467E-01 & \(9.4348 \mathrm{E}+00\) & 0 & 0 & 1 \\
\hline JST P & 86 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 7 & 8 & 3 & 5.3129E-02 & 0.0000E+00 & 0 & 1 & 0 \\
\hline JS & 87 & 1 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 7 & 9 & 8 & 0.0000E+00 & 0.0000E+00 & 1 & 0 & 0 \\
\hline JST P & 88 & 6 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 7 & 10 & 3 & 5.3129E-03 & 1.4742E-01 & 0 & & 00 \\
\hline JSTP & 89 & 7 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 7 & 11 & 5 & 8.9112E-02 & \(5.8968 \mathrm{E}+00\) & 0 & 0 & 01 \\
\hline JSI & 90 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 7 & 12 & & 4.2503E-01 & \(0.0000 \mathrm{E}+00\) & 0 & 1 & 00 \\
\hline JS & 91 & i & 0 & 0.0000E+00 & 2 & 1 & 7 & 13 & 8 & \(0.0000 E+00\) & 0.00008+00 & 1 & 0 & 0 \\
\hline JSTP & 92 & 1 & 0 & \(1.0000 \mathrm{E}+02\) & 2 & 1 & 8 & 1 & 9 & \(0.0000 \mathrm{E}+00\) & 0.0000E+00 & 1 & 0 & 0 \\
\hline JST P & 93 & 2 & 0 & 2. \(5000 \mathrm{E}+02\) & 0 & 0 & 8 & 2 & 4 & 5.3129E-02 & \(0.0000 \mathrm{E}+00\) & 0 & 1 & 00 \\
\hline JSTP & 94 & 3 & 1 & 1.0000E+03 & 0 & 0 & 8 & 3 & 4 & 4.2503B-01 & \(0.0000 \mathrm{E}+00\) & 0 & 1 & 0 \\
\hline JST P & 95 & 1 & 0 & \(2.5000 \mathrm{E}+02\) & 0 & 0 & 8 & 4 & 9 & \(0.0000 \mathrm{E}+00\) & 0.0000E+00 & 1 & 0 & 0 \\
\hline JST P & 96 & 2 & 0 & \(2.50 .00 \mathrm{E}+02\) & 0 & 0 & 8 & 5 & 4 & 5.3129E-02 & \(0.0000 \mathrm{E}+00\) & 0 & 1 & 00 \\
\hline JST P & 97 & 4 & 2 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 8 & 6 & 4 & 7.0838E-01 & \(9.4348 \mathrm{E}+00\) & 0 & 1 & 00 \\
\hline JSTP & 98 & 5 & 3 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 8 & 7 & 5 & 5.3467E-01 & \(9.4348 \mathrm{E}+00\) & 0 & 0 & 1 \\
\hline JST P & 99 & 2 & 0 & \(1.6000 \mathrm{E}+03\) & 0 & 0 & 8 & 8 & 4 & 5.3129E-02 & \(0.0000 \mathrm{E}+00\) & 0 & 1 & 0 \\
\hline JSTP & 100 & 1 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 8 & 9 & 9 & 0.0000E+00 & \(0.0000 \mathrm{E}+00\) & 1 & 0 & 00 \\
\hline JSTP & 101 & 6 & 0 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 8 & 10 & 4 & 5.3129E-03 & 1.4742E-01 & 0 & & 0 \\
\hline JSTP & 102 & 3 & 3 & \(1.0000 \mathrm{E}+03\) & 2 & 4 & 8 & 11 & 5 & 8.9112R-02 & \(5.8968 E+00\) & 0 & 0 & 1 \\
\hline JSTP & 103 & 3 & 1 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 8 & 12 & 4 & 4.2503E-01 & \(0.0000 \mathrm{E}+00\) & 0 & - & 0 \\
\hline JSTP & 104 & 1 & 0 & 0.0000E+00 & 2 & 1 & 8 & 13 & 9 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 1 & 0 & 0 \\
\hline JS & 105 & 1 & 0 & \(1.0000 \mathrm{E}+02\) & 2 & 1 & 9 & 1 & 10 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 1 & 0 & 00 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline JSTP 106 & . & \(02.5000 \mathrm{E}+02\) & 0 & 0 & 9 & 2 & 1 & 5.3129E-02 & \(0.0000 \mathrm{E}+00\) & 0 & & \\
\hline JSTP 107 & 3 & \(11.0000 \mathrm{E}+03\) & 0 & 0 & 9 & 3 & 1 & 4.2503E-01 & \(0.0000 \mathrm{E}+00\) & 0 & & 00 \\
\hline JSTP 108 & 1 & \(02.5000 \mathrm{E}+02\) & 0 & 0 & 9 & 4 & 10 & 0.0000E+00 & \(0.0000 \mathrm{E}+00\) & 1 & 0 & 0 \\
\hline JSTP 109 & 2 & 2. \(5000 \mathrm{E}+02\) & 0 & 0 & 9 & 5 & 1 & \(5.3129 \mathrm{E}-02\) & 0.0000E+00 & 0 & 1 & 00 \\
\hline JSTP 110 & 4 & \(21.6000 \mathrm{E}+03\) & 0 & 0 & 9 & 6 & 1 & 7.0838E-01 & \(9.4348 \mathrm{E}+00\) & 0 & 1 & 00 \\
\hline JSTP 111 & 5 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 9 & 7 & 5 & 5.3467E-01 & \(9.4348 \mathrm{E}+00\) & 0 & 0 & 01 \\
\hline JSTP 112 & 2 & \(01.6000 \mathrm{E}+03\) & 0 & 0 & 9 & 8 & 1 & \(5.3129 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 & 1 & 0 \\
\hline JSTP 113 & 1 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 9 & 9 & 10 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 1 & 0 & 0 \\
\hline JSTP 114 & 16 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 9 & 10 & 1 & \(5.3129 \mathrm{E}-03\) & 1.4742E-01 & 0 & 1 & 0 \\
\hline JSTP 115 & 7 & \(1.0000 \mathrm{E}+03\) & 2. & 4 & 9 & 11 & 5 & 8.9112E-02 & \(5.8968 \mathrm{E}+00\) & 0 & 0 & 01 \\
\hline JSTE 116 & 3 & \(1.0000 E+03\) & 0 & 0 & 9 & 12 & 1 & 4.2503E-01 & 0.0000E+00 & 0 & 1 & 00 \\
\hline JSTP 117 & 1 & \(0.0000 \mathrm{E}+00\) & 2 & 1 & 9 & 13 & 10 & 0.0000E+00 & \(0.0000 \mathrm{E}+00\) & & 0 & 00 \\
\hline JSTP 118 & 1 & 0 1.0000E+02 & 2. & 1 & 10 & 1 & 11 & 0.0000E+00 & \(0.0000 \mathrm{E}+00\) & 1 & 0 & 00 \\
\hline JST P 119 & 2 & \(02.5000 \mathrm{E}+02\) & 0 & 0 & 10 & 2 & 2 & 5.3129E-02 & 0.0000E+00 & 0 & 1 & 00 \\
\hline JST P 120 & 3 & \(1.0000 \mathrm{E}+03\) & 0 & 0 & 10 & 3 & 2 & 4.2503E-01 & \(0.0000 \mathrm{E}+00\) & 0 & 1 & \\
\hline JSTP 121 & 1 & \(02.5000 \mathrm{E}+02\) & 0 & 0 & 10 & 4 & 11 & 0.0000E +00 & \(0.0000 \mathrm{E}+00\) & 1 & 0 & 00 \\
\hline JST \({ }^{\text {P }} 122\) & 2 & \(02.5000 \mathrm{E}+02\) & 0 & 0 & 10 & 5 & 2 & 5.3129R-02 & 0.0000E+00 & 0 & 1 & 0 \\
\hline JSTP 123 & 4 & \(21.6000 \mathrm{E}+03\) & 0 & 0 & 10 & 6 & 2 & 7.0838E-01 & \(9.4348 \mathrm{E}+00\) & 0 & 1 & 00 \\
\hline JSTP 124 & 5 & \(1.6000 \mathrm{E}+03\) & 2 & 4 & 10 & 7 & 5 & 5.3467E-01 & \(9.4348 \mathrm{E}+00\) & 0 & 0 & 01 \\
\hline JSTP 125 & 2 & \(01.6000 \mathrm{E}+03\) & 0 & 0 & 10 & 8 & 2 & \(5.3129 \mathrm{E}-02\) & 0.0000E+00 & 0 & 1 & 00 \\
\hline JSTP 126 & 1 & \(02.5000 \mathrm{E}+01\) & 0 & 0 & 10 & 9 & 11 & 0.0000E+00 & 0.0000E+00 & & 0 & 0 \\
\hline JSTP 127 & 6 & \(02.5000 \mathrm{E}+01\) & 0 & 0 & 10 & 10 & 2 & 5.3129R-03 & 1.4742E-01 & 0 & 1 & 00 \\
\hline JST P 128 & 7 & \(31.0000 \mathrm{E}+03\) & 2 & 4 & 10 & 11 & 5 & 8.9112E-02 & \(5.8968 \mathrm{E}+00\) & 0 & 0 & 01 \\
\hline JSTP 129 & 3 & \(11.0000 \mathrm{E}+03\) & 0 & 0 & 10 & 12 & 2 & 4.2503E-01 & 0.0000E+00 & 0 & 1 & 00 \\
\hline JSTP 130 & 1 & 0 0.0000E+00 & 2 & 1 & 10 & 13 & 11 & 0.0000E+00 & 0.0000E+00 & 1 & 0 & 00 \\
\hline JSTP 131 & 1 & \(01.0000 \mathrm{E}+02\) & 2 & 1 & 11 & 1 & 12 & 0.0000E+00 & 0.0000E+00 & 1 & 0 & 00 \\
\hline JSTP 132 & 2 & \(02.5000 \mathrm{E}+02\) & 0 & 0 & 11 & 2 & 3 & \(5.3129 \mathrm{E}-02\) & 0.0000E+00 & 0 & 1 & 0 \\
\hline JSTE 133 & 3 & \(11.0000 \mathrm{E}+03\) & 0 & 0 & 11 & 3 & & 4.2503E-01 & 0.0000E+00 & 0 & 1 & \\
\hline JST P 134 & 1 & \(02.5000 \mathrm{E}+02\) & 0 & 0 & 11 & 4 & 12 & 0.0000E+00 & 0.0000E+00 & & 0 & 00 \\
\hline JSTP 135 & 2 & \(02.5000 \mathrm{E}+02\) & 0 & 0 & 11 & 5 & 3 & \(5.3129 \mathrm{E}-02\) & 0.0000E+00 & 0 & 1 & 00 \\
\hline JSTP 136 & & \(21.6000 \mathrm{E}+03\) & 0 & 0 & 11 & 6 & 3 & 7.0838E-01 & \(9.4348 \mathrm{E}+00\) & 0 & 1 & 00 \\
\hline JSTP 137 & 5 & \(31.6000 \mathrm{E}+03\) & 2. & 4 & 11 & 7 & 5 & 5.3467E-01 & \(9.4348 \mathrm{E}+00\) & 0 & 0 & 01 \\
\hline JSTP 138 & , & \(01.6000 \mathrm{E}+03\) & 0 & 0 & 11 & 8 & 3 & 5.3129E-02 & 0.0000E+00 & 0 & 1 & 00 \\
\hline JSTP 139 & 1 & \(02.5000 \mathrm{E}+01\) & 0 & 0 & 11 & 9 & 12 & 0.0000E+00 & 0.0000E+00 & 1 & 0 & 00 \\
\hline JSTP 140 & 6 & \(2.5000 \mathrm{E}+01\) & 0 & 0 & 11 & 10 & 3 & 5.3129E-03 & 1.4742E-01 & 0 & & 00 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline JSTP 141 & 7 & \(31.0000 \mathrm{E}+03\) & 2 & 4 & 11 & 11 & 5 & 8.9112E-02 & \(5.8968 \mathrm{E}+00\) & 000 \\
\hline JSTP 142 & 3 & \(11.0000 \mathrm{E}+03\) & 0 & 0 & 11 & 12 & 3 & 4.2503E-01 & \(0.0000 \mathrm{E}+00\) & 010 \\
\hline JSTP 143 & , & 0 0.0000E+00 & 2 & 1 & 11 & 13 & 12 & 0.0000E+00 & \(0.0000 \mathrm{E}+00\) & 100 \\
\hline JSTP 144 & 1 & \(01.0000 \mathrm{E}+02\) & 2 & 1 & 12 & 1 & 13 & 0.0000E+00 & \(0.0000 \mathrm{E}+00\) & 10 \\
\hline JSTP 145 & 2 & \(02.5000 \mathrm{E}+02\) & 0 & 0 & 12 & 2 & 4 & 5.3129F-02 & 0.0000E+00 & 01 \\
\hline JSTP 146 & 3 & \(11.0000 \mathrm{E}+03\) & 0 & 0 & 12 & 3 & 4 & 4.2503E-01 & 0.0000E+00 & 01 \\
\hline JSTP 147 & 1 & \(02.5000 \mathrm{E}+02\) & 0 & 0 & 12 & 4 & 13 & 0.0000E+00 & \(0.0000 \mathrm{E}+00\) & 10 \\
\hline JSTP 148 & 2 & \(02.5000 \mathrm{E}+02\) & 0 & 0 & 12 & 5 & 4 & \(5.3129 \mathrm{E}-02\) & \(0.0000 \mathrm{E}+00\) & 0 \\
\hline JSTP 149 & 4 & \(21.6000 \mathrm{E}+03\) & 0 & 0 & 12 & 6 & 4 & 7.0838E-01 & \(9.4348 \mathrm{E}+00\) & 01 \\
\hline JSTP 150 & 5 & \(31.6000 \mathrm{E}+03\) & 2 & 4 & 12 & 7 & 5 & 5.3467E-01 & 9.4348E+00 & 00 \\
\hline JST F 151 & 2 & 0 1.6000E+03 & 0 & 0 & 12 & 8 & 4 & 5.3129E-02 & 0.0000E+00 & 01 \\
\hline JSTP 152 & 1 & \(02.5000 \mathrm{E}+01\) & 0 & 0 & 12 & 9 & 13 & 0.0000E+00 & \(0.0000 \mathrm{E}+00\) & 0 \\
\hline JSTP 153 & 16 & \(02.5000 \mathrm{E}+01\) & 0 & 0 & 12 & 10 & 4 & \(5.3129 \mathrm{E}-03\) & 1.4742E-01 & 0 \\
\hline JSTP 154 & 7 & \(31.0000 \mathrm{E}+03\) & 2 & 4 & 12 & 11 & 5 & 8.9112E-02 & \(5.8968 \mathrm{E}+00\) & 00 \\
\hline JSTP 155 & 3 & \(11.0000 \mathrm{E}+03\) & 0 & 0 & 12 & 12 & 4 & 4.2503E-01 & \(0.0000 \mathrm{E}+00\) & 010 \\
\hline JSTP 156 & 1 & 0 0.0000E+00 & 2 & 1 & 12 & 13 & 13 & \(0.0000 \mathrm{E}+00\) & \(0.0000 \mathrm{E}+00\) & 1000 \\
\hline
\end{tabular}```

